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5 April2018 

Mr. John Greenewald, Jr. 
27305 W. Live Oak Road 
Suite #1203 
Castaic, CA 91384 

Reference: F-2017-00295 

Dear Mr. Greenewald: 

Washington, D.C. 20505 

This is a final response to your 17 November 2016 Freedom of Information Act (FOIA) 
request for copies of three documents entitled: 

1. Directory of Officials of Vietnam; 
2. World Press Treatment of the Use of Gas in Vietnam; and 
3. Artificial Intelligence Research in the USSR. 

We processed your request in accordance with the FOIA, 5 U.S.C. § 552, as amended, and 
the CIA Information Act, 50 U.S.C. § 3141, as amended. 

We completed a thorough search for the documents responsive to your request and located 
one document, consisting of 67 pages, responsive to Item 3. We determined that the 
information can be released in segregable form with deletions made on the basis of FOIA 
exemptions (b )(3) and (b )(6). A copy of the document and an explanation of exemptions 
are enclosed. Exemption (b)(3) pertains to information exempt from disclosure by statute. 
The relevant statutes are Section 6 of the Central Intelligence Agency Act of 1949, as 
amended, and Section 102A(i)(l) of the National Security Act of 1947, as amended. 

With respect to Items 1- 2, we were unable to locate the documents responsive to your 
request. Although our searches were reasonably calculated to uncover all relevant 
documents, and it is highly unlikely that repeating those searches would change the result, 
you nevertheless have the legal right to appeal the finding of no records responsive to your 
request. 

As the CIA Information and Privacy Coordinator, I am the CIA official responsible for this 
determination. You have the right to appeal this response to the Agency Release Panel, in 
my care, within 90 days from the date of this letter. Please include the basis of your 
appeal. 



If you have any questions regarding our response, you may contact us at: 

Central Intelligence Agency 
Washington, DC 20505 
Information and Privacy Coordinator 
703-613-3007 (Fax) 

Please be advised that you may seek dispute resolution services from the CIA's FOIA 
Public Liaison or from the Office of Government Information Services (OGIS) of the 
National Archives and Records Administration. OGIS offers mediation services to help 
resolve disputes between FOIA requesters and Federal agencies. You may reach CIA's 
FOIA Public Liaison at: 

703-613-1287 (FOIA Hotline) 

The contact information for OGIS is: 

Office of Government Information Services 
National Archives and Records Administration 
8601 Adelphi Road- OGIS 
College Park, MD 20740-6001 
202-741-5770 
877-864-6448 
202-741-5769 (fax) 
ogis@nara.gov 

Contacting the CIA's FOIA Public Liaison or OGIS does not affect your right to pursue an 
administrative appeal. 

Sincerely, 

Allison Fong 
Information and Privacy Coordinator 

Enclosures 
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PREFACE 

Artificial-intelligence is a popular term that ·was coined 
in the United States during the 1950~s to categorize research 
studies aimed at simulation of intelligent o.r "thinking" be­
havior. This type of research seeks to analyze the factors in­
volved in the making, by humans, of specific types of decisions, 
to specify and define these factors as decision procedures or 
mathematical algorithms, ana ultimately to fabricate hard­
ware which can concretely model decision proced\}res and 
thereby assist human decision makers in making increasingly 
complex decisions. Although current digital computers can as­
sist in the solving of some complex decision problems, artificial­
intelligence research has already discovered decision routines 
which, while they can be modeled on a digital computer for 
demonstration purposes, are more efficiently solved with other 
types of hardware. In tpe future this. will increasingly iilvolve 
some sort of analog or combined analog-digital equipment, pos­
sibly a replica of the structure of the human brain, more likely 
a model abstracting essential elements of brain function on 
principles not yet uncovered. 

Artificial-intelligence research is necessarily interdiscipli­
nary in nature, involving such traditional areas as biology, phys­
iology, psychology a:nd electrical and systems engineering, with 
a strong under-laying of mathematics. As used in US literature, 
the term "artificial intelligence" ·may appear to be a rather 
-ftexible "tent," encompassing more or less whatever one desires 

.~ top}!<;e V:i~hin _·it. Nevert~eless, artiflcial"intelligef!ce !! a "fa~ .. 
out" field of scientific endeavor, the surface· of which has. been 
merely scratched. Its potential for future accomplishments 
can be only dimly seen and not evaluated .at present. If · it 
succeeds in significantly optimizing decision making in such 
complex areas as the economy or national strategic planning , 
it will obviously make a strong contribution to a relatively mon­
olithic system, such as the Soviet one. 

In the USSR, research on approaches to the fabrication of · 
problem-solving or. decision-making machines (that is; artificial­
intelligence research) is conducted under the general category 
of cybernetics. This report .covers S()viet research on major 
problems in this field, including pattern recognition by ma­
chines, machine learning, planning and induction in the prob­
lem-solving machine, and brain modeling. It does not cover 
conventiona:l digital computer solutio_n of problems or. on-line 
computer control' of' processes, 

· · --- --~"·~ ----, . . .. The-material in this report is based - chiefty • on ~fnfol'rrtatioh""­

from the Soviet open literature available as of 1 May 1964. 
Additional information obtained. through 1 July 1964 does not 
rna terially affect the concl'!:ions. 

Approved for Release: 2018/03/28 C06731721 

l 



C06731721 
_________ _____ Approved for Release: 2018/03/28 C06731721 

SOviet Ideologists and scientists are discuss­
ing, from a wide range of vieWpoints, the 
fundamental philosophical problems about 
the nature of intelligence and of man which 
are raised by attempts to model .decision­
making or intelligent })ehavior. The stric­
tures of (lialectical materialist dogma a:re ·not 
lnhib_iting _ research in this area. In view of 
the high pt"estige of the Soviet scientists tak­
ing part in these discussions and the publica~ 
tion i!) the Soviet s~;i~ntific :literature of the 
opinions expressed, artificial-intelligence stud­
ies represent rare and significant examples 
of Intellectual freedom in the USSR. 

Current Soviet work in the major subfields 
of artificial-intelligence research includes in­
vestigation of ~chniques for machine search 
of problem solutions, _pattern recognition, ma­
chine leJ!,ming, planning and ·induction In 
machine systems, and brain modeling. Soviet 
progress -in rese;irch on machine techniques 
for search, pattern recognition, and learning 
compares favorably with US advances. ,Sci­
entists and engineers engaged in -research on 
pattern"recognition· in the Soviet Union have 
·made origma:l contributions to the theoreti­
cal basis for _artificial pattern-recognition sys­
tems and have fabricated _various types of 
patte,m•recogriition devices. 

Soviet reseiucn·"'on simulation of such as­
pects of the cognitive process as learning and 
induction at present consists mainly of study 

of self-teaching and self-organizing systems. 
In these fields Soviet scientists and engineers 
have ·created models based on neuro-physio­
logical conditioned"refiex approaches, on psy­
chological learning theory, and on automatic 
controi system theory. 

Soviet - study of the exceedingly complex 
- problems involved_ in incorporating techniques 
of pianning and induction in artificial prob­
lem-solvers is at a very early stage of devel­
opment. As yet, littie progress has been made 
iri thes_e fielcls. in the West. 

Research on the modeling of brain processes 
is receiving much emphasis in the USSR. 
Since 1955, laboratory experimentation on 
rpodels that simulate neural processes has in­
creased, and outstanding neuro-physiologists 
and psychologists have l:)egun to work closely 
with mathematicians, computer specialists, 
and electronics engineers on cybernetic stud­
ies of brain-modeli.Iig problems. 

Seminars are regularly .offered . to e"}>>se 
student.'! to the state of the art in the fields 
that are especially signitl'cant to the future 
of artificial"intelligence· research in the USSR 
These seminars are conducted by the leading 
researchers in artiftcial-intEi1Ugence and are 
thereby ·laying a ' sound foundation for future 
advances in a new and multidisciplinary field. 

DISCUSSION 

INTRODUCTION 

Since the mid~l950's, the Soviet govern­
ment has increasingly emphasized the impor­
tance of a cybernetics I'esearch program · for 
achieving national and international goals,• 
A large part of. the _'.tbeot:"etical research aspect 
of this program bli~ been focused on the de­
velopment of decision-making machines. 
Reali.za tion ·of such··mfi(:hines 'would. assist the 
Soviets in solvin~ two types' ,of fundamental 

• AEC., · 82B/46, "The Meaning of Cybernetlcs.Jn---, 
the U~SR," C11bemettcs tn . the USSR, 30 Mar ~L_j 

problems: (l) decision making on the basis of 
incomplete data (sometimes referred to as de.­
ctsion ··making under conditions of uncer­
tainty), and (ii) decision. making ·m the pres­
,ence;of complete but overwhelming quantities 
of data. Problems of the latter type are by 
definition beyond the capabilities of human 
decision makers. Problems of the first type, . 
while inherently ..... characteristic of human 
thinking activity, are rapidly extending 
beyond the bounds of possible human solution 
in the context of economic management and 
state administration. 

"· 
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Decision-making machines are, In essence, 
models of one·variety or another ofthe human 
problem-solving process. Models of the hu­
man thinking or problem-solving process are 
artificial simulations of the infonnation flow, 
or information processing, procedures of the 
human problem solver. The model may be · 
mathematical, in which case it may be a pro­
gram for a uruversal (digital) computing ma­
chine, or it may be a piece .of hardware, such 
as an electronic circuitry analog. (Many ·de­
cision procedures already eiaborated by arti­
ficial-intelligence research are' npt'emciently 
modeled by the single-track, sequential meth~ 
od of operation of conventional digital com­
puters. This would not be surprising in view 
of the apparent parallel operation of infor­
mation processing in the htunan brain. Such 
decision routines can be modeled for demon­
stration purposes on a digital computer, but 
analog mOdels of some sort willloom Increas­
ingly imj>ortant 1n the fabrication· of artificial­
decision maker~.) In any case, the essential 
feature of such a rnodel is that for a .given 
input of information the model shall produce 
at least .the same output (of information) as 
does the .natural process :being modeled. Re­
search on such models is categorized in the 
United States. under the rubric "artificial-In­
telligence,;' 

Soviet research oii'"artificial~intelllgence has 
mushroomed since 1956 along with other sub­
problems of cybernetics. After the establish­
ment in 1959 of a national program for cy­
bernetics, the direction of Soviet research on 
artificial-intelligence became one of the re­
sponsibUitfes of the Scientific .Problem· Coun­
cil on Cybernetics of the Presidium, Academy 
of SCiences, USSR. The Cybernetic Machines 
Section of the Council appears to be the unit 
which assigns, monitors, and integrates most 

arising· in production industries, the economy, 
law, government administration, and military 
activities. ·· 

Although much of. .the applicationcoriented 
cybernetics research is at present directed to­
ward the realization of more soph~ticated 
conventional systems for automatic control. 
of machines;. plants, space research vehicles, 
or even economic units, a large part' of the 
theoretical research is related, directly or in­
directly, to the development of "thinking· ma­
chines," or "thinking cybernatons," as Soviet 
scientists oftet:l refer to them. Realization of 
such machines wlll have immediate" relevance. 
to inf9rmation abstracting and retrieval, · rna~ 
chine 'translation, and general problem solv­
ing, and eventual application to later-genera­
tion automatic control systems. 

A. A. Lyapunov, a leading Sovie"t mathema­
tician and editor of Problems of ·cybernetics, 
·has described the relationship of artiflciaJ~io­
telligence to general cybernetics and the' na­
ture of future control systems. He .suggests 
that algodthmization (ma:thematicai. mpdel­
ing) of thinking processes and of control proc­
esses is one of .the most tinpo.rtant aspectS of 
cybernetic theoiy.1 Other · members Qf the 
Scientific Council on Cybernetks, in explain.­
ing the importance of artificial-intelligen,ce, 
state that "the basic products ·of radioelec­
tronics are ·va:rious devicesio"i'.autoinatlc r.eg­
ulation, monitoring, control, and comn'lunica- · 
tions. The brain; ·which fulfills these func­
tions in the living organism, works much more 
reliably and productively than any present­
day radioelectronic machine. . . . Some fh-st 
steps .have already been taken In the direction 
of constructing practical automata analo­
gous to the brain." 2 

PHilOSOPHICAL ASPECTS 

Reexamination of .basic philosophical atti­
tudes toward the nature of the brain, of mind, 
and of man himself is taking .place wherever 

of this research work on a national scale. 
Actual research is conducted at the labora­
tories apd institu'tes listed in the appendix. 
The· number of facilities. engaged in this re­
search can be expected to grow as the cyber­
netic· approach continues to permeate other 
areas of Soviet science· and technology appli­
cable to communication and control pro~ms 

· artificial-intelligence research is being. con­
ductf;!d. The Soviet Union is no excep.tion. 
Philo5ophical-theoretica·l. questio'ns .bearirig on 
the simulation of intelligence, or intelllgent 
behavior, are being thoroughly aired anq in- 3 
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vestlgated in Sovie~ scientific circles, outside 
as well as within the context of the funda­
mentals of dialectical materialism.2-• 

A hig'hly significant discussion took place 
during June 1962 ·at a conference in Moscow 
on "The Philosophical Problems Of Cyber­
netics." 'This meeting was co-sponsored by 
the Scientific Council on the Complex Prob­
lem "Philosophical Questions of Natural Sci­
ence," the Scientific Council on Cybernetics, 
and the !>,arty Com_mittee, all of the Presidium 
of the Academy of Sciences, -uss:R~ It was 
a_ttende~ by about i,OOO specialists, including 
mathematicians, philosophers, physicists, en­
gineers, biologists, medical scientists, lin­
guists, psychologists, and economists, from 
many cities of the USSR;:i Participants in­
cluded such pr:ominent cybemeticians• ·as 
A. N. Kolmogorov, V. M. Glushkov, A. I. Berg, 
P. K. Anokhin, A. V, Napalkov; A. A. Feld­
~aum, A. A. Lyapunoy, S. V. Yabionskiy, I . B. 
Novik, and Yu. Ya. -B.azilevskiy. Of the lO 
reports presented,. six wer:e closely related to 
the problem of artificial-intelligence.~ A re­
port of this conference stated that "the prob­
lem most animatedly discussed was the most 
dist1,1rbing of all, the· problem of the techno­
logical operation of complicated psychic proc­
esses-the problem mast frequently desig­
nated by the short and convenient although 
not, in our view,. entirely-<;orrect-formula or 
'can a machine thin~?' " 'G' 

·The discussion brought out three questions 
as approaches to this problem. First, Is it 
J)Qssible in general to reproduce with models 
the complex iri~ll¢ctlial activity of mAn? 
Second, Can a machine surpass man in the 
realm of intellectual activity and part_icularly 
in the performance of creative taSks, such as 
the formulation of new problems? Third, Is 
it possible ln principle; to achieve the exist­
ence of consciousness in a machine similar 
to that exhibited by man? 

Discussion at the June conference of the 
first question may be described as informa­
tional and confirmatory rather than argu-

• The te~m '.'cybernetician" ' Is --applied by the 
Soviets to those practlcloners· of traditional disci­
plines. who exhibit the cO'mmon characteristic of 
de~llng with their research problems In the frame­
work and methodology or cybernetics~ 

mentative. There was general agreement 
that, in view of the replications of intellectual 
and sensory functions · of man alr~ady 
achiev~d. an. affirmative .answer to questions 
about' the reproduction Of human cognitive 
processes cannot be doubted. The. second 
question was discussed more vigorously. Life 
scientists, represented by P. K. Anokhin, a 
leading ne.urophysiologist, argued that the 
potentiaiities of a machine· are limited to solv­
il_lg problems assigned by man using algo­
_rithms of decision which man puts into the 
111achine. This position wa.S countered by 
V .. M. Glushkov, a leading Ukrainian cyber­
netician, l!.nd A. A. Feldbaum, Doctor of. Tech-

. nical Science in Electronics and member of. 
the automation facliity of the Lenin Power 
Institute. They pointed out that there are 
machines ,today which, in the process of solv­
ing, ~me complicated problem, can independ­
ently pose and solve a series of autonomous 
problems of a particular character. Glush­
kov maintained that any form o'f' human 
thought can, in an informational model, be 
reproduced in .artiftciaJly created cybernetic 
systems. He ~!.greed, however; that by virtue 
of historical necessity-the fact that it was 
precisely man who created machines for his 
use and not the reverse-the destiny of man 
will always . be the more ·important in the 
processes of thougnt and cognition~~- Thus 
Glushkov's ·li:sses$ment· is that a machine can 
be "smarter" than one man, or even a group, 
bu.t it cannot be "smarter'! than h~man so­
ciety as a whole. 

Questions about machine .consciousness 
were argued inost sharply at the conference. 
One group argued ·the "black bo:ic" approach 
to solution of these questions.. This viewpoint 
holds that man judges the ·presence of con~ 
sciousness in other people by analogy, i.e., by 
observing the be}1avior manifested by others 
in r:esponse to inputs (stimuli) arid by com­
paring such manifestations with his .own be­
havioral responses of which he is consciously 
aware. Therefore, if a machine- faithfully 
produces the s~me outpu~. as a man., in re-. 
sponse to- the same inputs; it can be analo­
gously i'nferred -to possess consCiousness- ac-. 
cording to this view. On the other side it was 11 
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maintained by some at the conference that 
consciousness necessarily jncludes;a subjective 
element with a specific character which 1s the 
result of the labor and social rela~ions in 
which people engaged during the process of 
social evolution. 

A more empirical approach to conscious­
ness was· advanced at the conference by those 
scientists .interested in;modeling the structure 
which embodies human consciousness, that is, 
the- brain. Although a structural model of 
the human brain is .far beyond present tech­
nologiCal and scientific capabilities, the pos­
sibility of its future realization is considered 
to be worth discussion by the Soviets. A. N. 
Kolmogorov, world renowned mathematician, 
is. optimistic about. the chances of success in 
brain-modeling ventures. He called for the 
freeing of definitions ·of life and thought from 
arbitrary premises and for the redefinition of 
these concepts along purely functional lines. 
Kolmogorov believes that if the functional 
point of view toward life and thought is sub­
scribed to, the conclusion is inevitable that 
.replication of the organization of a· system 
can be accomplished by organizing different 
elements into a new system which would 
have the essential traits and structure of the 
system being modeled. From this Kolmogo­
rov concluded that: 

A sumclently complete model of a living being 
can In ·au jUstice" be>··called a iiving being and 
the model of a· thinking being, a thinking being. 
n Is Important distinctly to understand that 
within the limits of a materlaJistlc Ideology there 
do not exist any klrid of well-grounded, principal 
arguments against a positive answer to [thlsl 
question.. This positive answer Is the contem­
porary· torm of the attitude concerning the nat- · 
ural origin of life and the mate_rlal basis of 
consciousness. 

The· extreme empirical view ·advanced by 
the Kolmogorov school seems to be in the 
ascendancy. For example, several points of 
view on the question, "Can a machine think?" 
'have been reviewed by a group of authors in 
the Works of the Kazan Aviation Institute, a 
somewhat surprising source for discussions of 
philosophical aspects of artificial-intelligence.'1 

The . g~o .. ~:~p_~id not .fi.IJ,d. C<?Evi~ciE.lt any of the 
arguments against the possibility of creating 
a thinking machine. The subject of the neg-

a~jve arguments considered by them ran the 
gamut !rom the algorithmic insolvability of 
some problems~ and the irreducibility of the 
thinking process to a physical operation, to 
the impossibility of modeling the subjective­
psychological world of man. The Kazan 
group points out in rejecting such arguments, 
that cybernetics provides the .first basis for 
(i) uncovering the elements Involved in con­
sciousness and cognition and (ii) "resolving 
positively the question of the possibility of 
creating a thinking machi_ne." The Kazan 
group does not recognize the brain as the only 
highly organized .material system in which 
consciousness can develop, and forecasts that 
highly organized material systems of another 
type, in which consciousness develops, are pos­
l>ll'le and realizable. 

V-: M. Glushkov, one of the most politically 
powerful among Soviet cyberneticists, • sides 
with Kolmogorov and the Kazan group, Re­
cently,, in discussing the possibilities of ma­
chine intelligence, he contrasted cybernetic 
systems with earlier mathematico•logical and 
other formal language approaches to model­
ing the thought ,processes. He found signifi­
cant advances in the cybernetic approach. 
Glushkov would describe any control or cogni­
tive system as a cybernetic system which can 
be analyzed as an abstract (informational] 
mo.del. For this purpose, both. the input and 
output information, .th.at is, .all of.:. the -infor­
mation which a system exchanges with the 
outside world, can be conceived as being en­
coded in words of a given standard alphabet. 
All of the activity of the cybernetic system 
may thus be reduced to the transformation of 
'words .in a standard alphabet. The study of 
a given cybernetic system can be reduced 
thusly to the determination of rules accord­
ing to which the indicated trans'formatiqn 
occurs. Glushkov noted that .among these 
rules there may be some which permit certain 

•v. M. Glushkov Is VIce President of the Academy 
of Sciences, :Ukrainian Soviet Socialist Republic ; 
Director of the Institute of Cybernetics _In Kiev ; 
Chairman of the Cybernetics Council or the Ukraln­
ian .Academy ; arid Chairman or the recently created 
Interdepartmental Council ·for the Introduc~l_on of 
Mathematical· Methods and Electronic Computers 
in the· National Economy, which Is under the _state 
Committee for Coordination or Scientific Research 
of the Council of Ministers, USSR _s-
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chance transfonnatioi'is, as well as some that 
permit the altering or other rules of informa­
tion conversion in the course of time under 
the Influence of an in:tlnite surroundin:g· me­
dium. Appreciatfrig the possible in!lnltude of 
the system of rules defining the regularities 
of the informational activity of the .brain, 
Glushkov believes that the modeling of a suffi­
ciently large number of the essential rules in 
the brain system eventually will resul.t ln a be­
havior pattern of the model (on the lnforma~ 
tional level) which will correspond to br~in 
actlvity.M Glushkov has asserted that. since 
modern electronic digital computers possess 
"algorithmic univerSality• . . . it iS theOreti­
cally possible to model Ton the informational 
level] any thought processes with the aid of 
such machines ... 8. p. 10 

entlr:e technological process as a whole, was 
said ·to ~ave begun to exceed, in. most cases, 
man's power to control them. The Kommu­
nist article con~ludes that it is necessary to 
·replace even the psychic activity of man in 
such cases with autOmatic control .machines.so 

PRINCIPAL RESEARCI:f PROBLEMS 

The "tent-like" character o'f artifici~l-intel­
ligimce research ha.S · result~ in a somewhat 
chaotic state in this fleld of science. u-n 
There are several schools, each represented 
by spokesmen as critical of other schools as 
they are competent in the techniques of their 
own. The result is a lack of standardized cri­
teria for use In· assessing Soviet research in 
the field of arti1kial.intelligence. Thus, an 
expert.in one pop.ular US approach, upon. dis-

At leas.t as · significant as the content of covering a lack of comparable work in the 
these episiomologkal disputations is their USSR,. wlll give a negative eva1uation of so-
wide distribution In popular and Party media. viet ~esearcl:l in artlflcial-intelligence. On the 
Typical of ''thinking machine" discussions Is other h_ang, the opponents of that particular 
an artiCle ih Znaniyt:-Sila· (Knowledge is us expert ,will argue that the absence of such 
PoU?er, a p<>pular-science type· of magazine)· research in the USSR signifies that the So-
It describes the parallel mode of operation of viets have withdrawn from a blind alley of 
the brain (carryl.ilg out several calculations investigation. .Many of the:se conftic.ts are 
or decision procedures simultaneously) versus semantic; alinost all of the approaches· to 
the series (single-track) nature of contem- artificial-intelligence share a common set of 
porary electronic compJJting .. J:~pparatus ,and problems. W:hen Soviet research on these· -
points out the .advantage of the former in eftl- . problems 1s compared with us approaches .to 
Clency and uruversality. It reports that So- the same problems, regardless of "schools," 
Viet researchers are studying the operating the USSR and the. us areJound to be approxi-
pr1ilc1ples of automata which work in parallel mately on a par~ 
.Instead of i_n series.' 

There are differencesin emphases, however, 
Soviet research in artificial-intelligence .Is between Soviet an<f ·us approaches to these 

motivated by the anticipated necessity of 
using machines in place of _pe<?ple in situations shared problems ~ US scientists tend ·to em-
where speed~ complexity, or other character- phasize ·mathematical or ·machine models of 
·istlcs of control processes exceed the capa- . human cognitive processes. Many Soviet· re~ 
blllty o! man. The Soviet policy regarding searchers on the other hand consider that. the 
th f "thinki' mach'nes" as expre·· ssed human brain . has ·reached· certain limits in re-e use o ng 1 w 
in a recent edition of Kommunist: The de- gard to· its capabilities for memory and oper-
veloplrtent of technology, with the increase in ational . speed after .a -long process of slow 

evolutionary development.'• The resultant speed and accuracy requirements of separate 
production oper.attons and the growth of the qualities of the human brain, therefore, are 

· .. -· • · . f• - .. .. . - . • ·· . , .,"· · · .. . • .. . ·· -::not believed by the Soviets .to be· equal ·~ .all - · 
•That Is, .computers can perform any llif()rll'iatloJ'l 

transformation on the basis .of a program !algo­
rithm) built out of their a·vallable elementary lil­
striietloru, ·If these Include ruies.'whlch ·denne•chan'ce · 
transformations and Instructions ·by Which: cert.atn 
alterations are made In the ·system of rules. 

the tasks modern men must face. According 
to t~em, a machine .that might be a perfect 
analog of the brain, for instance, wlll not do 
any l>etter than the brain when faced with t. 
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such tasks. Therefore, if the ever more com-
. plex problems are to be solved, machine 

"brains" surpassing those of men must be 
built. M._ v: Keldysh, President of the Acad­
emy of Sciences, USSR, in making this point 
asserts: "We must copy nature's processes in 
teChnology creatively .rather than. literally, 
with full knowledge of nature and. of. tech· 
nology so that we may select techniques which 
will give us better results than those achieved 
in nature:" I$ Th.e natural processes to be 
copied ' 'creatively" ·in the Soviet research pro­
gram are the s~e proces.t;'es investigated by 
US scientists of most ·schools concerned with 
artiflcial~intelligence. These .are search, pat­
tern recognitlon, learning, planning, and in­
duction.'8 

·search and Pattern Recognition 

The first approach to machine solution of a 
problem is search. Given a problem, a con­
temporary data-processing machine in the 
USSR~ elsewhere, can search rapidlyby trial 
and error through a large number of possible 
solutions for a valid solution to the given 
problem.. Nevertheless; in .solving complex 
non-trivial problems, the number. of possible 
solutions is so large that. this trial-and-error 
methodology becomes excessively time-con­
suming in practical operation. 

Soviet scientists recognize -that a large re­
duction in search time, althoug}:l bringing 
some real problems into the realm of practi­
cal machine solution, could be · achieved by 
the introduction of pattern•recognitlon tech­
niques. The machine that is designed with 
pattern-r_ecognition aids-to-search .could clas­
sify problems Into categories amenable to cer­
tain types of .solutions. The current state of 
Soviet and Western research suggests that 
such techniques are nearing practicability for 
more and more complex. patterns. 

Theoretical studies Jor pattern-recognition. 
devices began in the USSR as early as 
1953.u~~., The .pl:lilosophical; physical, and 
psychological bases of perception were exten­
sively disc.ussed -in VOprosy Psikhologii (Ques­
tions of Psychology) in i959;~• More re­
cently, Soviet researchers have a~compl1shed _ 

considerable work on the. specifics of mlm­
mum descriptions of images that are required 
for recognition by artificial systems,22-2T 

The works of E. L. Blokh, mathematician 
at the Institute for Information Transmission 
Systems and E. M. Braverman of the Insti­
tute of Automation and Telemechanics are 
notable among recent approaches to practical 
solutions of recognition problems. Braver­
man has originated a '!compactness hypothe­
sis" • -as a theoretical basis for solution of 
such problems. Several Soviet researchers 
are using this. theory as a basis for develop­
ment of specific recognition techniques. E. L. 
Blokh is using certain operations to compute 
the distance and angle between elements, rep­
resenting various patterns presented, in an 
n-<iimenstonal configuration space. This ap­
pears to be a promising mathematical model~ 

ing approach. to a la_rge class .of pattern-rec­
ognition problems: 29 

Pattern~recognitJon modeling studies are 
being suppor.ted by research on perception 
from the psychologiCal and physiological 
points of view. One investigation involved 
t-he establishment and development of percep­
tual activity In 3- to 6-year-old children. Eye 
movements· of the subjects were observed an<i 
recor,ded photographically as the chlldren ex­
amined (for learning) and· later recognized 
pictures presented to them. The ·eye-- move-­
ments recorded were tQen c;ompared with 
measures of the recognition ability of the chil­
dren at different ages:50 Another study was 
devoted to identification of objects in the 
visual system. Time required for subjects to 
recognize simple objects; formed of small 
numbers of elements, correlated well with 
an information theory model for such recog­
nition that was based on earlier tin,dings on 
information collating and processing activity 
in the eye systemY 

·Tt~e "compactness hypothesis" Is formulated. as 
follows,: Patterns presented ~ the artificial system 
are characterized by a nllmt>er or criteria_ equal to 
n. The values of the n criteria are used to estab­
lish pointS In an n-dlme_ri~lonal configuration space. 
Each point represents an Individual pattern. All. 
points representing ·pattcr"ns which are similar, for 
example, all letters 'A;" 'all figures "5," all pictures·"· 
of cats. will tend to lie ln "compact" regions or the 
spac.e. with relatlvely easily dlscerrilble &eparatlons 
between regions."" 
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Soviet work in the area of realization of 
physical models to· perform pattern recogni­
tion has been reported. A:t a 1957 Scientific­
Technical· Conference on Cybernetics, one 
readirig device for an information machine 
was described .3~ · At an AU-Union Conference 
on Machine Tra.nslation, held a~. Moscow State 
Univ.ersity in May 1958, reports on principles 
of constructing electronic reading devices 
were heard, and a device "enabling the .blind 
to ~ read. ordinary typographic text" was de~ 
scribed.33 34 (The· latter device has been pic. 
tured in the Soviet press, but its operating 
principles were not described in publication.) 
Hardware modeling of pattern-recognition 
schemes is being conducted by A. A. Khatke­
vich, the well-known radio engineer, as well 
as others.3~-~7 61 Some of this research is di­
rected tow~rd the specific application of .auto­
mating the input of information into comput­
ing mach1nes;31HI 

description); V. A. Kovalevskiy (image scan­
ning by following the outlines of letters); 
A. D. Krisilov (identification or constant fea­
tures of letters by means of standard tele­
vision techniques); V. M. Tsirlin (the quasi­
topological method) and A. G. Vitushkin (a 
computer manipulated systern for analyzing 
Cyrillic letters which separates characteristic 
features by means of vertical line scanning). 
In, addition, E. M. Braverman and V. S. Fayn 
presented papers on recognition systems em­
ploying learning .(that is, performing identi­
fication on the ,basis of <:riteria not given be­
forehand) . 

Studies on the mathematicaJ modeling of 
recognition .processes on electronic digital 
computers have been conducted by M. M. 
Bongard, an <;>utstanding young biophysi­
Cist}H7 A .report of his in the Cybernetics 
Council collection BiologiCheskiye Aspekty Ki­
bernetlki-Sbor.nik Rabot (Biological Aspects 

A quasi-topological method of distinguish-
ing and identifying letters has been deveioped of Cybernetics-Collected Works) describes 
and realized in hardware by a group of re- the methodology and prospects of recently 
searchers of the Institute .for systems for begun research aimed, first, at bridging the 
Transmission of Information (Moscow).•~ u gap between physiological study of optical re-
This makes use of scanning the contour of a ceptor activity and the modeling of recogni-
letter with a ligl:lt spot and identifying its tion, using a universal digital computer.•; 
topological characteristics (ends of lines, and However, Bongard alludes to the ,disadvantage 

- ' ~jUnctiOnS- of lines), which are recorded in a Of ihis model tn contrast to the parallel in• 
binary code. Since this will not separate all formation processing employed-in human rec­
Cyrillic letters; some of which are topologi- · ognition activity. He foresees, therefore, the 
cally identical, further geometric analysis is development o{ a "l~gic of recognition .. . 
used to analyze topologically redundant a logic such that it could be used in. an analog 
groups. Such a ·scheme is basically sound in computer. In essence, such a machine will 
theory and' relatively easily realized in hard~ be a model of part of the human brain." 
ware, but system "noise:• (disconnected lines Principles for constructing a "universal· 
or smudg(!d letters) may be hard to deal with, reading" machine have been developed by 
and no. figures have been published on reU- v. M. Glushkov.<H This scheme uses a cath-
abHity of recognition accomplished. ode ray tube-type r_eceptor, a computer to 

In June 196o, the Scientific Council on Cy- control the trace and to compute the descrip-
bernetics sponsored a ·seminar on reading. de- tion of the pattern presented, and a tech-
vices. This seminar considered the principles nique of compariSo·n aga~nst descriptions pre-
of constructing such machines and creating stored in the memory for identifying patterns 
correspond~g systems for coding the infor~ • .. presented .. The . author admits that tne 

·· ·-· ·· - ... '*ffiaiion i~volveCI.<' Five different machines scheme described is unnece5sarily cumbersome 
under development for automatic pattern for the recognition of such simple stylized 
recognition were described by V. M. Olushkov ·patterns as digits or letters, but points to its 
(letter recognition by line scan and minimal usefulness for "reading" complex contours or ~ 
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semitone pictures. Such a "universal read­
ing automaton" has been built at the Com­
puting Center of the Academy of Sciences, 
Ukrainian SSR, and is used 1n conjunction 
with a "Kiev" computer. 

A somewhat different "machine that reads" 
has tieen developed at the Ukrainian Academy 
Computer Center under the direction of Can­
·didate of Technical Sciences, V. A. Kovalev­
skiy.4n 50 This system reportedly failed to 
recognize only 2 of 35,000 numbers produced 
with a portable typewriter; including half 
printed and otherwise distorted samples. In 
using this method for recognition, according 
to Kova:Ievskiy, the maximum of the correla­
tion coefficient for an unknown image and of 
each of the standard images is sought, the 
latter images being subjected to all possible 
transformations. When this is done, all nor­
mally typed letters, as well a.S most of those 
artificially marred, ar:e correctly recognized 
and identified, with the statistical error of 
incorrect recognition not exceeding 104

• 

For solving a mor.e general problem of rec­
ognizing nonstandard letters and numbers, an 
algorithm is being developed which is. based on 
dichotomy, that is, sequential division of the 
set ·Of all images into two classes. Kovalev­
skiy believes that such an algorithm will make 
it possible to wor!{ with an alphabet contain-· 
ing many ·Characters and will assure rapid 
recognition with a comparatively small mem­
ory capacity. 

Learning, Induction, and Planning 

Further improvement in machine problem­
solving efficiency could be accomplished with 
the addition of a· learning capability. The 
machine would then be able to apply readily 
its already proven methods to the solution 
or problems that are new but similar to prob­
lems previously encountered in the machine's 
experience. Radical reductions of search 
tim_e could be realized through the .application 
of planning methods: the machine would sur­
vey .and analyze the solution space and plan· 

complex problems, the machine, as the 
tJuman, must construct and internalize a 
model of its environment, that is, it. must 
employ some scheme of induction. 

Research on planning and induction in ar­
tificial systems is at a rather early stage of 
development in the USSR! as it is in the West. 
Progress is occurring, however, in fields con­
tributing to the development of machine 
leai~ning, induction and planning. Such sup­
porting research includes studies on informa­
tion theory, coding theory, brain modeling, 
statistical decision theory, automata. theory, 
and heuristic · programming. Pertinent So­
viet literature o!ten treats these subjects as 
conjoined in such studies as pattern recogni­
tion employing learning, other learning sys­
tems, self-organizing systems, or brain models. 

Learning appears to be an essential charac­
teristic of more efficient and truly universal 
pattern-recognition systems, just as it is of 
more efficient problem-solving apparata in 
generaL Soviet researchers in the field of 
learning systems like Braverman, Glushkov, 
and Mark Ayzerman, • compare favorably 
with their Western counterparts. Further­
more, they are working on. essentially the 
same types of studies : perceptron-type sys­
tems, algorithms for teaching the recognition 
of shapes, and compu~er programs for ·rec.og­
nition of pattern configurations ... 51 - 03 

Investigations of learning ·systems for rec­
ognition are being conducted at a variety of 
Soviet scientific establishments. At the In­
stitute of Automation ·and Telemechanies 1n 
Moscow, a machine was programmed to dis­
cern numerical' figures written in different 
handwritings. According to Soviet reporters, 
in only a few cases did the machine: give er­
roneous. responses, even when confronted with 
previously unseen figures . The Institute of 
Surgery of the Academy of Medical Sciences 
is testing the hypothesis that a "compact 
area" is formed in the brain of an animal or 
a human by variants of a similar image . . The 
Institute oi Biophysics of the Academy of Sci-

th b · t · · d 'led i t' • M. A. Ayzerman Is a D(ICt.or of Technical Sciences e es way for ·Its etai exam na IOn. in mathematics and .electronlcs at the Institute of 
·Furthermore'; to manage broad classes of very . .. Automation and Telemechanlcs, Moscow. q 

. ..... 

Approved for Release : 2018/03/28 C06731721 

,,., . 



C06731721 
Approved for Release : 2018/03/28 C06731721 

ences Is attempting to program a machine 
that will identify indices of an image and, 
on 'the basis of the indices, to recognize the 
image. In each of the experiments, errors 
were·made by the machine. However-, the :So­
viets believe .that the important fact is that 
the machine ·is capable of accumulating ex­
perience, with the result that its qualifications 
are increasing and its errors are gradually 
decreasing:" 

M.A. Ayz_erman's latest experimen~ involve 
the teaching of a machine to recognize pat­
terns without a need for pre-introduced cri­
teria. · Starting from a basis in Braverman's 
"compactness hypothesis," Ayzerman devel­
ops two algorithms by which a machine 'can 
"learn" to distinguish between th¢ compact 
areas representing different images in a con­
figuration space, .thus separating and recog­
nizing the images. The first algorithm has 
the machine construct, one by one,, random· 
hyperplanes whose only criterion is that they 
separate points which the machine is told 
(that is, training process) represent different 
objects. Ending up the training phase with 
a series of intersecting hyperplanes, the ma­
chine then examines these and "w~hes out" 
sectlons of planes which do not perform the 
separating function, thereby leaving a series 
of broken hyperplane$ which effectively sepa­
rate areas containing points representing dif· 
ferent images. In using .the second algo­
rithm, the machine constructs positive. poten'­
Ual surfaces (functions) decreasmg away 
from, respeCtively, each point or set of points 

- representing images of the same object. 
Identification of a test image ·(point) is ac­
-complished by (first algorithm) :determinlng 
on· which side of the 'hyperplanes the point 
lies, or (second algor1thm) determining which 
potential surface (function) .has the highest 
value at the test point. Tests were conducted 
with .five digits (0, 1, 2, 3, 5), each written 
160 different ways. Using 40 samples· of each 
digit for training, and 120 for test, the ma­
chine achieved 83-89 percent correct .recog­
nition with the first algorithm. With "paral­
leling" of seven variations of a digit in the 
training process, 98 percent correct. response 
was achieved. The training sequence filled 

1,500-3,000 binary digits in machine memory. 
The second algorithm was tested using 10 
samples of each digit for training and 150 
for testing and resulted in 100 percent cor~ 

rect recognlz!lnce. Addi~ionally, the second 
algorithm was tested' on the 10 digits from 0 
to 9, with 10 samples for training. and 140 for 
test on each digit, and. achieved 85 percent 
correct response.2R 08 61 Ayzerman's second 
algorithm is very similar to that employed in 
a US device now becoming op_erational for the 
i(lentitlcation of sonar contacts. 

Pattern-recognition techniques are em­
ployed at the Institute of Surgery imeni Vish­
nevskii, Moscow, to achieve rapid assessment 
of the area. and seriousness of burns.114 The 
algorithm, for recognition of objects With 
many parameters, employs learning. The 
system is "trained" on case histories. When 
vital information, such as burn area and lo­
cation and padent's age; is fed-in, the com­
puter idlmtitl.es and stores symptoms and 
other factors. It also identifies objective cri­
teria for forecasting the outcome of the ill­
ness. The system was tested on additional 
case histories ·with known outcomes, and the 
prognoses in .most cases agre~ with the ac­
tual course and ,outcome of the injury. 

Many of the Soviet attempts to realize mod­
els of learning, induction, and other aspects 
of the· cogniiive proce.ss-are carried on under 
the classification of self~teaching (or l~arn­
ing) systems, or of self-organizing systems. 
A signiftc!lnt portion of research in these areas 
has apparently not been published. In a 
number of cases the titles of papers discussed 
at meetings and semina_z:s have ·been pub­
lished, but the contents of the papers are un­
available to t}le West. Thus, a self-teaching 
machine based on a program model was dis­
cussed at the First All-Union Meeting on Com­
puter Mathematics and Coll1pu_~ing Techn9h 
ogy held in 1959, bU:t details have not been 
circulated tQ the West. Other self-teaching 
machines were alluded to (but only in gen­
eral terms) at cybernetics seminars at Kiev 
~d Moscow State Bniversities.fl.l-n Since its 
hiception in 1955, the latter seminar, con-
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ducted by the outstanding cyberneticist A. A. 
Lyapunov, has held biweekly sessions through­
out the school year on a wide range of sub­
jects· related to cybernetics. 

.Application of principles from automatic 
control theory to self-organizing systems 
study is exemplified by· the work of the well­
known control engineer and mathematician, 
A. G. Ivakhnenko. He has surveyed and cate­
gorized various types of "learning.'' and "self­
lear:ning" (that. is; new information generat­
ing) systems and has related US to Soviet 
work on some of these types. IVakhnenko is 
studying the application of the theory of in­
variance and the principles of combined con­
trol systems to the development of certain 
(self) learning systems. Control principles 
apply to the memory par:t of the system, that 
is, to the control of the selection ,and accu~ 
mulation of information in the memory. 
Ivakhnenko is specifically interested in a per­
ceptron-type device, a scheme first developed 
in the United States.88 " Ivakhnenko's per­
ceptron device apparently employs some vari­
ations and innovations in comparison to simi­
lar US devlces.7° 

Modeling the. processes of instruction with 
automatic systems was discussed in a 1962 
collection on automatic regulation and con­
trol. Starting .froin the learning theories of 
Thorndike, Gestalt psychology and I. P. Pav­
lov, the authors discussed various machine 
learning systems. Among the Western and 
Soviet systems discussed were the perceptron 
and the approaches of the US scientists 
Newell, Simon· and Shaw, Gelernter and 
Rochester, and 0 . Selfridge, the UK scientist. 
Andrew, and the Special Design Bureau of 
Moscow Power Engineering Institute. The 
Soviets view training as a process of changing 
algorithms, and propose that "a system which 
finds by means of automatic search an algo­
iithm of action which is successful frorn any 
determined point of view and which was not 
put into the system by man before the train­
ing process, should be called a learning sys­
tem. " - ~1 

Closely related. to systems. embodying self­
learrtiilg are those capable of self -orgailiza~ 

tion. • Soviet scientists evinced interest in 
the theory of self-organizing systems as early 
as 1959. In that year, S .. N. Braynes. and,A. v, 
Napalkov wrote on the subject for Voprosy 
Filosofii (Questions of Philosophy). ln that 
stu9y, the investigators related the develop­
ment of .such systems to their work on con­
ditioned-reflex modeling. They foresaw the 
realization of "an algorithm of operation for 
self-organizing cybernetic systems, ensuring 
the formation of new programs for operation 
without the undertaking of 'exhaustive-search' 
of all possible variants.",, 

Considerable attention was devoted to self­
organizing systems at an All-Union Meeting 
on Computer Mathematics and Computing 
Technology (1959) and at a symposium on 
Principles of Design of Self-Learning Systems 
held in Kiev during 1961. Comparison of the 
published papers from ,the latter symposium 
with those given at the first US Interdisci­
plinary Conference on Self-Organizing Sys­
tems in 1959 reveals very Similar topic cover­
age and a similar level of achievement re­
flected at the two conclaves. As of 1961, the 
Soviets were 2 to 3 years .behind the United 
States in this particular area of artificial-in-
teHigence research.14- 1s · 

Brain Modeling 

Historically, there has been a large amount 
of ~ussian neurophysiological research since · 
the early 19th century, but its mathematiCiza­
tion is a recent innovation. Brain research 
now is very much concerned with the algo­
rithmization and modeling of the information 
transactions which take place in living or­
ganisms. These studies play an important 
role in cybernetics/artificial-intelligence re-

"M. c .. Yovlts, Chairman cif the First and .Second 
Conferences on S~lf-Organlilf1g Systems, Chicago, 
1960 and . 1962, considers these areas of artlf\cial o. 
lntel!igence research .tO be of gr_eat slgnlfka-nce: To 
Yovits 'It appears that "certain types of problems. 
mostly those Involving Inherently non-numerical 
types of ·information, can be solved eftlclently only 
with the use of machines exhibiting a high degree 
of .learning or self-organizing capablllty. Examples 
of problems o! .this type Include automatic print 
reading, speech recognltlol). pattern recognition, au­
tomatic· language translation, Information retrieval, 
and control ot large and. complex systems. Efflclent 
solutions to problems of these types will probably 
require some combination of a fixed stored program 
computer· and a self-organizing machine," 1 ~ 
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search and are conjoined with attempts to 
.simulate artificially the pattern recognition, 
learning, planning and induction processes. 

Before research could begin in this new 
field, the whole area of physiology and cyber­
netics had to be broken out oflhe restraints 
of Pavlovian doctrine. The beginning of this 
break was apparent in a 1955 review of the 
subj~ct by the· well-known Soviet. physiologist 
P. K. Anokhin in Questions of Philosophy 
( V oprosy Filosofii) . 78 Labor a tory experimen­
iation in the modeling -of brain processes 
began· shortly thereaf~r~ Some of the earli­
est work was reported at a Scientific-Techni­
cal Conference on Cybernetics, held at Pte 
Laboratory ·Of Electromodeling of the. Ac~d­
emy of Sciences, USSR, in May 1957. L. I. 
Gutenmakher, Director of the Laboratory, 
described work on the electrical modeling of 
certain mental work processes using ... infor­
mation machines . with large internal stor­
age.'' so Research into the structural make­
up of the human brain was discussed at the 
Seminar on Cybernetics at Moscow State Uni­
versity in 1960;81 

, After an artiftcia:l-intelligence slant to tra­
ditional neuroanatomy and neurophysiology 
became evident in efforts to model the brain, 
a new type· of interdisciplinary scientist 
eme.rged. A. V. Napalkov of the Faculty of 
Higher Nervous· Activity at Moscow State Uni­
versity could well be described as the first 
of this new breed of physiologist-cyberneti­
cist. In early 1959 he co-authored, with a 
medtcal doctor and an engineer,<a study'which 
surveys cybernetics and physiology in general, 
including the theory of automata. Further­
more, these scientists describe the results of 
studies on brain activity in terrps of a ses,rch 
for algorithms representing systems capable 
of independent d~velopment of new programs 
for their operation, a11d those able to. form 
new behavior patterns on the basis of proc­
essing information accumulated earlier. 
~ey also described an artificial device which, 
in a · primitive way,-simulates these learning 
processes, that is, a ... learning automaton," 
and which was developed at the Moscow Power 
Engineering Institute ill cooperation with the 
life scientists.a2 

More intensive investigations into the infor­
mation .processing procedure,s of the brain, 
s.till in terms· of the development of chains of 
conditioned reflexes, were described by Napal­
kov in 1960.":1 In 1962, the researchers in the 
·pepartment of Higher Nervous -Activity re­
ported findings which showed increasing so­
phisticaUon in the greater complexity of the 
algorithms of information processing that 
had ·been derived. By 1962, a much more so­
phisticated "learning machine," based on the 
algorithms defined by the neurophysiologists, 
and exhibiting some capability at !'self-organ­
ization" (that is, self-improvemen~), had been 
fabricated by the engineers at the Power En­
gineering Institute. This group worked with 
the neurophysiological laboratory pf, S. N. 
Braynes, co-worker and co-author with Napa!~ 
kov.u 

Soviet Bloc researchers are also investigat­
ing the mode of operation of brain processes 
from the, point of view of psychology. The 
work of 8.· Czech, K Golas, on the conditions 
of generalization in pattern recognit~on and 
learning falls into this class Of research. His 
experiments involved a statistical analysis of 
the pr~ess of generalization as manifested 
by· subjects perceiving common elements' 
among se~s of stimuli (objec,ts) presented. 
This study, clearly of a preliminary nature, 
served o~ly to demonstrate that wide varia­
tions characterize -the conditions for general­
ization.85 

New c~nters for brain resear.ch along cyber­
netic lines are now being established at the 
Brain Institute, Institute of Physiology, Insti- . 
tute for Information Transmission Problems 
and at installations outside the Moscow.:.Len­
ingrad complex. At Kiev, fpr example, stu­
dents are offered the opportunity to obtain 
training in the most advanced areas of arti­
ficial-intelligence research, .and specifically 
brain modeling. In 1962, two seminars were 
held under the auspices of the Cybernetics 
Council of the Ukrainian Academy of Sci­
ences. The first, on "Automation of T.hinking 
Processes;" was conducted by V. M~ Glushkov, 
<;hairman or the Council. This seminar cov­
erecr. (i') the foundations and particularities 
of thought processes that -are·characteristic of 
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man in the.creative sphere of his .activity, and 
the wssibilit1es of their algorithmic descrip­
tion; (ii) modeling ori contemporary com­
puters of such processes as pattern recogni­
tion, :recognition of concepts, iden~iflcation of 
meaningful sentences, deduction of logical 
consequences, proving theorems, selections of 
strategies in games, and composition of 
music; (iii) learning as· a basis for modeling 
the mental activity of man; (iv) . theory of 
self-teaching systems and practical develop­
ment of algorithms incorporating learning; 
and (v.) correlations between precise (to the 
degree possible) modeling of creative proc­
esses and the specifics of machine algorithms 
simulating these processes. 

The second seminar, at the Ukrainian Acad­
emy, was led by Doctor of Medical Sciences, 
N . . M. Amosov. Problems. associated with bio­
cybernetks and the. application .of electron-

ics in biology and medicine were considered 
at this seminar. Specific topics included (i) 
appl_ication of information theory in biology 
aqd medicine; (ii) principles of automatic 
control in. biological .systems and their peculi­
aiities; (iii) some principles of coding infor­
mation in .the nervous system; (iv) perception 
and transforma:tion in receptors and the. cen­
tl'al nervous system; (v) contemporary hy­
potheses on the nature of nerve excitation 
from the position of biocybernetics; (vi) some 
questions of modeling elements of the central 
rier.Vous system ; (vii) thinking and the psy­
chic activity of. man; (viii) principles of form­
ing self-organizing neuron nets and bion~cs ; 

(ix) control of the proce~ses of exCitation and 
inhibition in. the central nervous system by 
means of electrical and electromagnetic in­
fluences; and (x) cellular biology in the .light 
of biocybernetics;~" 

I) 
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l~stitutes: and Sci~_ntists· A,ssociated with· ·:Research of 
~rtificial-lntefligenc:e Signi(icance ;in .the .Soviet, Bloc 

·Aead.emy ,of ~ed~~al : ~Clence.S, USSR 

Iristltute. of .the Brain: 
Glezer, 'V. D. Retlruil actiVity. 1~- identification 
Nevskaya , A. v. JprobablY.J;. · I:t~t!na:I actlvlty .fn ' ldentlficatlori 
se·redlnsldl; 'A. 'V . . lprobablyl . -Rethi~l activity In ldentlrtcatloh 
Tll.ilkkennan, 'I~ 1. ~lprobablYl ' . : R~tlrlat • actlvlty. In ldentlftcatlon 

Instltu~ dt Surgery ,itnenl Vlshnevskll • · l eaml!lg: sy~~!llS · tor recogni­
tion. 00ca~lori of ll'ilages In the ibralnl ; :pattern"fec(jg~ltloil techniques 
tor rapid :assessment or purns: . . . . . . . 

Braynes, S: N., Head of -Neilrciphysloioglcal Laboratory. Algorithms 
of :conditioned reflex de.v~lopment: .neurocybe"rnetles; selt-organiz­
:1ng systems 

·Institute· ot Psychol()gy: 
·Leont'e~, A, K J;ntotiiia'ttori prOcesses· II) . man· 

Moscow State P.edagqglcal Ins.t)t.ute : 
G.riShc'heriko, ~- M~ R~~~gnittoii q( :meaningful sentences 

Sct~ntitic Research Institute of Defectoiogy:, 
M1Jratov., R. S. Readln~ devices 

~caciemY, of Sclencu, USSR 

Co,rnputer .Center: 
Kozhukln, o·. I: Self'-.teachi_rig machines 

In.sutute ot Automatl!>ii ilriq Telemech"anlcs : learning sys,tems 'f6J: i ei:­
ognltlon lm·achine 't<> d~_!~cern handwritten numerical .ngures) 

Ayzerman'; M. A. ·.r:.e.arnl!ig :systems for· recognition·· 

Bashkirov, 0 .· A. . J,Ie~rrilng ·systems for, ..rec~gn'ltlo11. 

Braverman, E. M:: ·Learning -sY.St:4!mii• for :recognition:. · ·~compactnesS 
· hyPotheSis"' · · · 

Fe.idbli.urii. /\. ·~. :Machine l'ntellige_nce 
Muchruk, :1: 'B, , .Learning~ .Systems, !f()r recognition. 
Shtll'iiili..ri , Ye. V. Modeling lnstr..uctlori .proceSs using :Psychological 

:Ie!Lri:iing th~Q~Y 
-~ -
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.lnstitute ot Biophysics: mathematical mOdeling ot recognition Proc­
esses; learning systems tor recognJtJon Odent!ftcation oi !mages by means ot indices) 

Bongard, M. M. Mathematical modeling ot recognition processes; learrung systems tor recogrutJon 

MaksJmov, V. V. Learning systems tor recognition 
Petrov, A. P. 'Learning SYstems tor recogrutJon 
SmJJ:·nov, M. S . Learning SYs.tems tor reci:Jimltlon 
Vay:ntsvayg,, M. N. ·Learning systf!ms 'tor ·recognition 
Zezikin, G. M. Learning systems tor reco'gnJtlon 

.lnstJtute ot Philosophy: 

Novlk, I. B. Model~g lntormatlo~ proceSses 
Institute ot .Physiology lmenl Pavlov;. 

1\nolchln, P. K. .At Cybernetics Laboratory. Physiology and cybernetics · 

Laboratory ot Electromodellng: site ot Sc.lentftlc Technical Conference on Cybernetics (1957) 

Avruli:h, M. L., editor or a VINITI PUbllcatJon. .Reading devices 
Outenmakher, L. I . Director ot Laboratory ot Blectromoclellng. 

Electrical modeling ot thought Processes; automating ·intorma­tUin. lnp_tit 

Kholsheva, A. F-; .Reading devices 
Stretslura, 0. G. Reading devices 

.Mathematics Institute and Computer ·· Ceriter CNovol!iblrsk) : selt•teach­·lng ·machines 

Kozhlik1n,. 0. I. Sell-teaching machines 
Mathematics Institute lmenl Steklov : 

Kolmogorov, A. N. Parallel-operating automata; mocleUng think-ing beings 

Lyapunov, 1\. A., editor, Problemy Ktbernettkt. OeneraJ. cybernetics 
LyUbimskJJ, E. z. Reading devices 
Otman, Yuril. Parallel-operating automata . 

Mathef!latics Institute imenl StekJov, Leningrad Department: 

Varshavskll, V. I . Minimum description ot Images required tor artJ-
tlclal recognition; pattern re.cognJtJon wJth; learnmg 

.Party Committee ot the Presidium : Co-sponsored conference on "Phil­OSOphical Problems ot Cybernetics" 

Sclentlt!c Council on Cybernetics: . general coord_lnatJon ot cybernetics 
research worlt; ·sponsored seminar on "Reading Devices"; co-sponsored 

•con·rerertce on '',Philosophical ,Problems or CybernetJCs" . 

Parln, y, Chairman ot Section on "Cybernetics and Uvlng Nature" (Bionics) 
.~rokliorov, A. 

ScientJtlc Council on ''PhllosophicaJ Problems o! Natural SCiences": co­
sponsored conference on "Philosophical Problems ot Cybernetics"· 

Academy of SeJenees, Latvian SSR 

Institute ot Electronics and Computer Technology: 
Dambltis, Ya. Ya. <probably). Self-organizing. systems 

InSUtute ot Physics: 

Shneps, M. A. Self-organizing systems 
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Academ:y of Sciences, Ukraine SSR 

Computer Center: 
Olushkov, V. M. Machine Intelligence ; self-teaching/self-organizing 

systems: pattern recognition with learning; re!ldlng devices.: rec­
ognition of meaningful sentences 

Kovalevskil, V. A. Pattern recognition with learning; reading de­
vices; automa~lon of Information lnp.ut 

Stognll, A .. A. Recognition of meanln~ful sentences 

Cybernetics Council : sponsored seminars on "Automation of Thinking 
Processes" and blocyberneUcs · 

Olushkov, v. M., ChalriJian of Cybernetics Council. Machine lntelll­
gence ; self-teaching/self-organizing systems ; pattern recognition 
with: iearninc : reading. devices; recognition of meaningful sen-
~~ . . . . . 

Stognll, A. A., Sclentlftc Secretary of Cybernetics Council. Recogni­
tion of·. meaningful sentences 

Institute of Cybernetics: 
oiusko~. V. M .. D!rector . Machine Intelligence.: self-teaching/self­

organizing systems; P.ilttern. recognition with· learning; reading 
devices: recognition of meaningful sentences 

.Institute of Electrical Engineering~ 

Ivakhnenko, A. 0 . Control theory In artlftclal ·lntell!gence ; percep­
tron- type device 

Mathemat!cs :Institute : 

Amosov, N. M., Leader of Seminar on. Blocybernetlcs 
Kukhtenko, A. I . Self-organizing <controll systems 

Other Institutes and Personnel Associated with Artlftclal-luteWgeuce 

_, .. Fl~st,;.~osc~w Me_dlca:J Institute, Department of Physlologr : ..... 
Anokhln,·P. K., Head ·of Department of Physiology, 'Physiology and 

cybernetics 

Kazan Aviation Institute_: 

·aorshche, V. B., published In TrudJI Kazan AviatslonnJII 'lnstttut 
<Works of the Kazan Aviation Instlt.ute> . Machine Intelligence 

J l'fn. v: V .. published In 'TrttdJI Kazan AviatsionnJI.I Instltut . Ma­
chine Intelligence 

Rokhlln, F. Z., published In TrudJI Kazan Al•iatsionnyl ln.Jtltut. Ma­
chine lntelllgence 

Klev Computer Cen~er : 

Kondratov, A_., associated with work at Klev Computer Center ; writer 
on artlftclal l~telllgence 

Kiev Institute or Civil Air Fleet lmenl Voroshilov : 
Kukhtenko, A. 1. Self-organizing <control) system5 

Laboratory <now Instl tute >:·for Systems for· Transmission of Information : 

Blokh •. E. L. Minimum description. of Images required for artl.ficial 
· , ..... <-. .... ,recog-nition;. ~·compactness hypothes.ls" .. .-- . ·:!'-, ... - . _ ._..,,,_ . 

oarmash, v. A. Quasl-topologt~al approach t'o, recognition :. r~adlng 
devices 
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Kharkevkh, A. A: Minimum description of, ·Images . . required for 

artificial recognition 
Klrlllov, N. Ye. Automatic discrimination -of speech ~ounds 
Perevenev-Orlov; V. s. (probably!; . Quasl-topologlcai approach to 

'recognition; reading devices 
Tslrlln, V. M. QuaSI-topological approach t,o recognition; reading 

devlces 

Latvian State University, Computer Center: 

Arln', E. _I. Self-:teachlng machines 
I:.enlngrad State University, Experimental Laboratory of Machine Tl11ns-

latlon: 
· 'Andreev, N. D. Reading devices 

M)lltai'y Alr Engineering Academy lmenl ·Zhukoyskly: 

Chlnayev, P. I . Self-teachlng/self•organlzlng systems 

Moscow Power Engineering Institute : brain modeling 
' K:ushelev, Yu., ·N .. Engineer. Neurocybernetlcs 

Krug, 0 . K. SeU~teachlng machines 
Letskl!, E . . L. Self-teaching machines; n_eurocybernetlcs 
Svech!nskli, V. B., student. Neurocybernetks, niodeilng .thought 

processes 
Moscow State University : site of continuing Cybernetics Seminar 

· Leont'ev, .A. N .. ·Information proceS.slng In man 
Lyapunov, A. A .. coordinator of Cybernetics ~emlnars. General cy-

bernetics 
Mosco~ State University, 'Departme~t of Higher Nervous Activity,: 

Chlchvarina, N. A. Algorithms or conditioned reftex development ; 

neurocyberne~lcs 
Napalkov, A. v-: Algorithms of, r;ondltloned reftex development: 

neurocybern'etlcs; ·self -organizing .systems 
Semenova, T. P; Algorithms or conditioned reftex ·development: 

· ne~rocybernettcs 
Shtll'man, Ye. v: 'Modeling Instruction processes wilrig psychologi--

cal learning theory 
Sokolov,. Ye. N. 'Modellng perception 
T.i.u'ov; A. F . . Algorithms· of conditioned rel'\ex deveh)pment: neuro-

cybernetlcs 
v_olostiJnova. Ye:. V. Algorithms or conditioned re1lex .development; 

neurocybernetlcs: modeling Instruction proce~e·s, using psycho-

logical learning theory 

··order of Lenin Institute of Power: 
Fel:dbaum, A. 1-.• Faculty -of Automation and Computer Techilology. 

Machine Intelligence · . 

University lmenl Palackl, Olomuc, Czechoillovaltla, Chair of Psychology : 

Golas. E, Generalization In pattern recogrittton and, learning 
Osladlfova, D~ Generalization. In pattern recognltlon-·and learning 
Valousek, C. Oenen1ltzatlon In pattern recognition and learning 

Zii.porozhe 0blast Psychiatric Hospital: 
Gasul'; Ya. R Model!ng thought processes 
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A'dditlonal Penonnel Associated ~lth Artlftclal-Intelllgence 

Biryukov, B. V., conti:ibutor 'to Problem Kirbemetiki 
.Bllnkov, S. M, .Structure of the brain 
Fain, V. S. MlnliniJ.lll c;tescriptlon of irriages .required for artificial 

recognition; leilrnirig systems for. recognition ; automating ln:ror­
mat.lon Input 

Fatk1n, L. V., contributor to ·Vopr.osy Psikho~ogii <Questions of Psy­
chology) . Philosophical problems of ·cybernetics ; automatic dls­
·crimlnatloz:t of speech soun(fs 

Gutchin, Izrilll', contributor to Zarya Vostoka (Dawn of the East), 
Tbliisl, 'Georgian SSR 

Kamyriln, S. s. .Rea_dlng devices 
Krlsll0v, I).. D. Reading devices 
Kubllyus, I., Prof., contributor _to Kommunist <VIl:hyusJ . General 

.cybernetics 
Mayzel', ~. I ., c.ontributor to Voprosy Psikhologgi <Questions of 

Psychology I ; phllosophicaLprobleins of cybernetics 
Mltulinsk11, Yu. T: Minimum. descr_lptlon ·of Images required. lor 

artificial recognition 
Petrenko; A. 1., contributor to lzvestiya Vuz; <News 'of Higher Edu­

·catlonal Instlt\itlonsl . Reading devices. 
Polla~ov, V. G., conttlb'Qtor to lzvestiya ~N .SSSR <News of the 

Academy of Sciences, USSR I . Reading devlc'es 
Rozhanskaya, E. V. Mathema.tlcai iheor:y of Intelligibility .<recogni­

tion) 
Rybak, V . . I. <probably Computer Ceriter AS, UkSSRL Pattern rec-

ognition with learning· 
Saeriko, G. I ., editor of VINITI ·publlcatlon. Reading· devices 
Saparlna, Ye. Brain modeling 
Semenova, T;'N. Pattern recognition with ·learning 
Slndllevlc)l, L. M., editor ol VINITI .publicatlon. Reading devices 
Sokolovsk11, V. A. Minimum description of images required for 

artificial recognition .. · -··· .. 
. Svechnikov, S. V.,. contributor: to lzvestiya VUZ <~ews oi Higher Ed" 

ucatlonal InstftutlonsJ. Reading ·devices 
Tarakanov, V. V. Perceptual ·activity In man 
Tlukhtln, V.-. S. rheol'y of Images (l!,nd :Perception) 
Tsemel', G. I . Automatic discrimination of speech ·sounds 
vasll 'ev, A. M., editor of VINITI publication. Reading deV,I'ces' 
Vltushkln, A. G. Reading devices 
:w;ang, Chlh"ch:lng, Perceptual actlylty In man 
Yellseyev, V- K. Modeling recognition process 
Zlnchenko,. V. P: Perceptual -activity In man 
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PREFACE · 

Artificial~intelligence is a popular term that was coined 
in the United States during the 1950's to categorize research 
studies aimed at simulation of intelligent or "thinking" be­
havior. This type of research seeks to analyze the factors in­
volved in the making, by humans, of specific types of decisions, 
to specify and define these factors ~ decision procedures or 
m~thematical algorithms, and ultimately to fabricate hard­
ware which can c;:oncretely model. decision proc'edures and 
thereby assist human decision makers in making increasingly 
complex decisions. Although current digital computers can as~ 
sist in the solving of some complex .decision problems, artifiCial­
intelligence research has already discovered decision routines 
which, while they can be modeled on. a digital. computer for 
demonstration purposes,. are more effic.iently solved with other 
types of hardware. In the future this will increasingly involve 
some sort of analog or combined analog-digital equipment, pos­
sibly a replica of the· structure of the ·human brain, more likely 
a model abstracting essential elem~11ts of brain function on 
principles not yet uncovered. 

Artificial-intelligence research. is ,necessarily interdiscipli­
nary in nature, Involvin'g such traditional areas as biology, phys­
iology, psychoiogy an.d electrical and systems engineering, with 
a strong undei'"laying· of mathematics; As used in US literature, 
the term "artifieiaJ intelligence" may appear to be a rather 
flexible "tent," encontpassing more or less whatever one desires 
to place within it. Nevertheless; artifiCial-intelligence is a "far 
out" field of scientific endeavor, th,e surface of which has been 
merely scratched. Its potential for future accomplishments 
can be orily dimly seen and not evaluated at present. If it 
succeeds in significantly optimizing decision making in such 
complex areas as the economy or national strategic planning, 
it will obviously make a strong cont.ribution to a relatively mon­
olithic s~stem, such as the SOviet one. 

In the USSR, research on approaches to the fabricati-on of 
problem-solving or decision-making machines (that is, artificial­
intelligence research) is conducted under the general category 
of cybernetics. This report covers Soviet research on major 
problems in this field, including pattern recognition by ma­
chines, machine learning, planning and induction in the prob­
lem-solving machine, and brain modeling. It does not cover 
conventional digital co:rpputer solution of problems or on-line 
computer control of processes. 

The material in this report is based chiefly on information 
from th,e Soviet open literature available as of 1 May 1964. 
Additional information obtained through 1 July ·1964 does not 
materially affect the conclusions. 
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. 'i'OR . Q~IGWs YSI!l .. Q~JMf 

. ART:IFICI;AL-J~~trELUGENC.E R_ESEARCH 
l.N THE USSR 

PROBl!EM 

To. asse~ ~rt'iftci~Hntelligence tese~ch , in :the ussa: 

1. In the Soviet Union, substaritial·govern-· · 
· · <me:ht'al and .'Party·' support 11.nd encpuragement 

are beirig given to .extensive stt.iilies . on the ' 
theoiy of artiflcial~intelligerice. cSoviet sci" 
eritists of high caliber are conductf.t!g· arti~ 
'ftcbi.l~intelligence 'studies and, .are e~po5J.:hg .. 
yoting students to, .the state· of. the ~rt· in 
this irtterdiscipJinary field; :laying . . a , .sound 
foundation for further .advances. 

2:. TI:le importance·wllich the Soviet regtine 
at~aches to ariiftcial-intelligence research is 
attested by the unu,sual freedom of open . dis~ 

ctission allo:Wedr seien tists working :In. the tleld~ 
as reflected in .the published ·uterature. 

3, Soviet. research -in the theoretical . and 
hardware .asp~cts of artlftcial~intelligenc~. ·is 
now about as <·advanced· as 'uS·: work and .. can· 
be• :exp~cted tq continue .. at a ·r~te ·equal .to ox: 
greater than that obsenred in 'the West. Sig;;; 
niftcal}t . theoretiCal· achievements within the· 
next 5 years ,are highly probable: When 
theories at;e converted into designs, Soviet en­
gineers probably will ~e . able tO produce the 

·,equipment. 

·sUMMARY 

After a relatively laie ·start, Soviet . research 
on ~ttifidaHntelUgerice ·related to the ulti~ 
mate- dev~lopment of ·decision-making· .ina­
,chines-now is abOut,·on a par with si.,niilar US' 
work. · Tne· appa~ently greater' rate .Of ·Soviet 
·pr()gress compared, with that .q,f the West iS 
attributable .to 'the magrutude· of otHcial 'rec­
'ognition and support of. artiflciahiniellige.nce 

:research in the USSR. SOviet officials con., 
sider the.development of decision-making .ma-

.·Chines to be· es5eri.ttal to the suceessful man­
agemfmt, of . their )ncreasingly complex eco­
riontic and soCial system, and are giving sub­
stant~al support and Party encotiragemeht to · 
artiftcial,intelligence studies. 

1 
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Peft OiFIC:tA:L .rJSE ONLi 

Soviet ideologists,and sCientists·are discuss­
ing, from a wide range -of viewpoints, the 
fundamental .Philosophical probl~ms .about 
the nature of intelligence and of man which . 
are .raised by .att,e!11p~ t9 model decision~ 
making or ·mtelligent behavior. The stric­
tures -of dialectical materialist ,dogma are: not 
ihhibiting ·research in this area. In view of 

·.the high ·prestige of the Soviet. scientists tak~ 
ing part in these discussions and the ,publica. 
tion in 'the Soviet seientific literature Of .Ute 
opinions expressed, li.i:tific!al-intelligence:stud-· 
ies repx:esent rare and signfficant ·exat1lples· 
of intellectual freedom ih the USSR. 

Current Soviet work m· the major subfieldS 
of artificial-intelligence research includes fu­
vestigation of techniques for machine search 
of. problem solutions, _P,.attern .recqgnitioi).; ma; 
chine learning, planhirig and :iridudiori in 
machine systems, and; brain modeling. Soviet 
progress m rese~rch on machine techniques 
for search, patte,rn recognition, and learning 
compares favorably with ·us advances. Sci,. 
entists and engineers engaged 1n research.on 
pattern-recognition in the Soviet Union .have· 
milde orlgihal contributions tQ the. theor(!ti~ 
cal bti,sis ·for .artificial pattei:n-recogn!ttori,.sys­
tems and have . fabricated , various types ·of 
pattern-recognition . devices~ · · 

-Soviet :reSearch on. siimilation of such as­
pects of the. cognitive process as learning and· 
induction at :pteSel1t.-consists Iiuiinly of.·study 

of seif~teaching and seu •. organizing systems; 
In these fiel~ Soviet scientists and engineers 

·:have ·created models ·based on neuro-physio­
logical conditioned-reflex approaches, .. on psy­
chologicallearnihg theory, and. on automatic 
control -system .theory. 

Soviet stu~y of the exceedingly complex 
.t>robl¢ms involveci in incotporatihg~ techniques· 
Qf planning and in~uction in artificial pi'ob­
l'ein-solvers is ·at· a very early stage of devel­
qpment. As·yet, lit~Je progress hasbeen :made 
in ·these fields in the west. 

·Research on the modeling of brain processes · 
is receiVing much emphasis in the USSR 

. S~ce 1955, lliboratory -experimentation. on 
models that sim~late neural processes has m-

. creased, and outstanding neuro-:physiologists 
and psychologists have begun to w:ork closely 
with. mathematicians, .computer specialists, 
and .. electronics -engineers on ·cybernetic stud­
ies of. brain-modeling :problems. 

Seminars are regularly offered; to expOse 
students to .the. state of the· art in 'th~·-ftelds . 

,that are especfully sign,iftcant to the future 
· of artifida:i-tntelligence. resear.ch in the •USSR. 
These. seminars are ·conducted· by the leading 
.researchers in. ·artificial~intelligenc;:e . and are 
thereby laymg a _sound foundation for future 
·advances. iil ·a new ·and· multidisciplinary·. field, .· . 

. DISG.USSION· 

INTRODUCTION: problems : (i) decision· making on the bil.sis of . 
I.Q.complete data (sometilnes referred· to.a.s .. de-

Since the . mid~ 1950's, the Soviet govern- cision making · under conditions of' •uncer-
ment has increasingly emphasized ·the impor- tainty.), and (ii). decision making: fu the:pres-
tance of a cybernetics research program for ence of complete ,but overWhelming .quantities 
achieving natipnal an9, international goals;.• of da4t. · .P,roblems of the: latter· type are by 
AJarge pait_ q(the , th~x:~ti_catresearch ~pect definition beyond· the capabilities of hum·an· 
<)t this program. :9a·s. · ~een: Jocu.sed o.n: the, de- . decision .makers . . Problepu~ of. the first type, 
velopment -of decision-making mach.lhes~ · while inherently characteristic of human· 
Realization ofsuch mach:iries ·would assist the. thinking activity; are rapidly exteJJ.ding 
SoViets in solving two ·types· of fundamental beyond the!bounds Of'poSstble human-solution 

· ·:· · .~ ·.: ··:. .. - . .. ·· · · · . ·· · .. .be tl : in the .context of ,economic management and 
"AEC: '828/46 "The Meantng of· Cy me e&rln----, · · . · . · · · . 

the USSJ:t," Cybemetli:s ·in the USSR, 30' Mar ~L__Jstate ,lid~tratlon, . 

2 

Approved for Release: 2018/03/28 C06731721 



C06731721 
Approved for Release: 2018/03/28 C06731721 

- · ·· · ··~ - - .. ---~--
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D~cision~making machines are, :in · ·essence, 
. models-of one. 'II;:Lriety .. or artOther ofthe human . 
problem-solVing process. Models of .the hu­
.man "thinking, or ·problern-solviilg. process 9.re 
at.tiftcial ' simulations o(th~· inf_ormation" flow, 
or ·informa'tion processfug, proced~I'es of ·the 
burna!). 'problem sofver.. The model may be 

' ·mathematical; ·in wh1ch :case.:it-may oe . a pro~ 
gram-for a ;universal ·(digital) computing ma:.. 
.chine;· or-it .niay: be: a piec~ :.of hardware; suc}l: 
as an ·eiectronic · c.ircuitry analog. (Marty. de­
ciSion procedure~ .aliea.dy elliborated · by . arti- . 

~flcia_l~intelligence research are· not effiCie~tly ' 
mocteled: by the· si,ngle"t~ack, . sequenthil:ine~h­
od of operati~m ·of conventional' digital :·com-

. ,puters . .. This would -not. be sutprising in Vtew 
··of the apparent parallel operation of irifor­
rnation:processing m~ the ·human brain. ·.Such · 
decision .routines can, be modeled· for -demon" 

. str8.tion .purpose~ · on ·a .digital computer, but 
·aru~,log· models .or· some-sort wilLloom , tncteas~ " 
.ihgly imporiant :in·; the ·fabiication'of~.artiftcial-' · 
.. ciecisior:l rriakets,) .. · In any case, . .the, essential 
feature of .such, :a znOdel · is ·_that· for a given 
ihput cif informatio~ the model 'shall proch.ice 
:at . ieast: the· 'same output (of inforn1ation} : &S 
doest:qe naturatprocess being modeled. Re:.. 
search: on .such model~ is ·.categcitized ·i.n. the 
United: ~tates under the rubric "art~dal~m-

. t,elllgerice;;, 

·Sovi.et rese·arch o~· artiftCial.intelHgence. has 
mlishi'oomed ::sin~e 1956 alon·g with :a the~ s'tib­

·.Pi:oblems. of cyberne'tic5. After ·.the establlsh­
ri;lent irt 1959 .of a . national · program. ·for ·cy­
·bernetiCs, the!:direction: of · soviet·· research : on 
:aitificial~in:t~Uigenc~ became one oi the re:-. 
spansibllitie.s of. the .Scitmtiftc Problem •coun~ 
· cU on Cyberrietic.S of'the · PreSiditim,, Academy: 
of :sciences, US~R. -·The Cybernetic Ma.chfues 
·Sect.ion or' the .council appears -to be the ·U'nit 

- which; assigns,. ~monitors, and tntegrates,most 
of 'this resear.ch work . oil a national scale, 

'Ad'Ual· re5earcti' is· conducted: at the labora~ 
:tories and instituteS iisted fu 'the ,:appendix: 
The n~ber.; of .facilities :engaged ·in this re.­
seai'ch: can b.e expected to grow as . th~ -. cyber­

·hetic. ~pptoach continues ' to permeate other 
areas· of~viet science and technology appli" 
cable . to: communication . and' contr.ol ·probie:ms 

. aiisingin.ptoduction:i.ndustries, the eeonomy, 
.law, government adminiStration, ·andmilitary 
·activfties:• ·-

Aithough much. of the application-onerited 
cybernetics research·'is at present directed·to­
ward 'the realization of more· Sophisticated . 
cohvehtio~l · systeJI1s . for ~utomatic control 
of-machine~.- plants, space research vehicles, 
or ''even economic units; a large pa,rt! of the 
theoretical research is related, direttly or -in-· 
.directly, tO the deve!opinent of ".thi~g! ma­
. chities.~· or "think.ing cybernatons," as Soviet 

._ sci~#tists often. refet to them, Realization of 
such ·. m.~chfues ' wfll-'have ~mediate :relevance 
to, information abstracting and retrie~al;· rna • 

· chi:lie tJ.:anslation, -arid _general problem sol~­
fng, and e'v~ntuaf application to later-genera-
·ti9n automatic control-systems. · "' ': · 

: J..: A. _Lyapunov, il-le~dtntt ' Sov.ie't-';tii!l'th.eJ11a­
·tician .arid editor of Pf.oblems ·.'o(Ci/ber'rl..~t~c's, , 
has described the relationsh!P <>.f a~~iftc~af:.~­
telligence .to ;general cybernetics,.a1:ld .the' iia­
,ture of future conti:'oLsystems. 'He'.suggests 
that aigorithqtization . (mathematical. ·mqdel-: 
j ng). of thinking .. processes;and of c'pntrol p~o~­
".esses is otie of th,e .mpst·, impo'rt.axtt aspect.(of 
. cyb~riietic theory .1 Other . me~bers IJf th.e 
'Scientlfic. CotincU ori Cyberneti~;· 'in expiS:4,1- . 
iqg the · .importance of artiftcial~intelUgeh.c¢, 
·state- that ".the basic: ,products· of radioeie¢­
ti:onics are ·various deVices for auto.matic r_eg-

. ul!ition, monitoring, control, an~· communica-­
tions:,· The brain, :which ·fulfillS · these ·rU,nc~ 
tionsintheliv)4g o'rgani.sm, works much inore 
reliably and prOductively than ·any preserit­
da·y , radioeleetronic ·machin~. . . . Some tfrSt 
-steps have a~:reaciy been tak~n in th~ direction 
of coristi'hctl'ng P._ractical ' automata analo­
'gotis to the~ brain." 2 

·-. : 
PHILOSOPHICAL -ASPECTS 

Reexaminatioll. of basic- philOsophi~al 'atti.:. 
. .tudes .toward. the nature of the.bra:tn, .ofmind, 
·apd of man 'himself is t¥ing plaee wherever 

.. artiftcial~intelligence research is ' being' :con"­
,ducted. The Soviet U:nion is, no except!on. 
PJ:iilosopliieal'-theoretical questions beariilJton 
the si_mulatioil .of intellige~ce, or intelligent 

·~eha vi or; ate· 'being .thor0ughly aired . and in"-
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vestlgate,d in Soviet scientifi<; circles, outside 
as well as Within the context of t:h.e funda­
mentalS of diaJectical materialism.2~s 

A highly signiilcant discussion. took place 
during June 1962 at a conference ih Moscow 
on . "~e Philosophical Problems of ·Cyber­
netiC$." This meeting was cO"sponsored by 
the Scientific Council: on .the Complex :Ftrob­
lem "Philosophical Questions of ·Naturai Set~ 
ence," the Scientific Council on· Cy~:ernetics, 
and · t~eParty Committee, all ofthe Pi'e.Sidium 
.of. ·the, Academy of ~ciences, USSR. . It . was 
attended by abqut 1,000 .specialists, inciuding 
mathematiCians, philosophers, physicists, en­
gineerS, 'biologists, -medical scientists, lin-

. guists, . psychoiogists, :and ·economis~, ·from 
many cities of the USSR.~ Participan~ .in­
Cluded· such promment cybernetidans•· as 
A. N .. Kolinogorov, V.!14, Glushkov, ·A. ·r. ~erg, 
P; K. An<ikhin, A. V. Napalkov, ,A. A. Feld­
baum,.A. A . . Lyapunov, S. V, Yablonskiy, I. B. 
Novik, and Xu. Ya. Bazilevskiy. Of the 10 
reports presented, six were closely related to 

· the problem of artificial-intelligence! A re­
port of this conference .stated that ''the prob­
lem, most animatedly discussed was·the. most 
disturbing of .all, the problem of the techno­
logical operation of com.plicated psychic proc­
esses-the problem mo5t frequently desig­
nated by the. short. and convenient although 
not, in our view, entirely correct formuJ~ of 
~can a machine think?'.,. G 

The· discussion brought out three· questions 
as .approaches to this problem; First, Is it 
possible in general to reproduce with models 
the compiex · intellectu_al -activity of man? 
Second, Can a ;machine surpass ·man fu the 
realm of intellectual activity and. par~iculai'ly 
in the .performance ·of creative tasks,_ such as 
the formulation of -new problems? Third, Is 
it possible in principle; to· ac~eve the e~t­
ence of consciousness in a machine similar 
to that exhibited by man? · 

Discussion at the. Juzie .confex:ence of the 
first q1,1estipn m~y be. described. f1S informa­
tional and confirmatory rather than argu-

.. • .The term "cybernetician" Is . applled by• the 
SOviets to those ·practlcloners of traditional disci­

_.pllnes who exhibit the common characteristic or 
dealJng ·with:· their research •problems lli the frame­
work and methodology of ~iybernetlcs : 

mentative;, There was gen~ral agreement. 
that, in . view of the replications of intellectual 
and. sensory functions of man· already . 
achieved, an amrmative · answer to questions 
.about the reprbducti<,m of human. cognitive 
-processes cannot be doubted. The second 
question was discussed more vigprously. Life 
scientiSts, represented by ·P, K .. Anokhin, a 
leading neurophysiologist, argl,led that the 
poteptial1ties of a machine are limited to solv­
ipg problems assigned oy man - ~sing a1go• 
rithms .of decision, which. man · puts into the· 
machine: ThiS position was countered by 
V. M. Glushkov, .a· leading Ukrainian cyber­
,netician, and A 4. Feldbaum, Doctor of Tech­
nical Science in Electronics and member. of 
the automation faculty of the Lenin Po:wer 
Institute. They pointed out . that there are 
machines today which,. il! the process. of solv­
ing one complicated problem, can .independ­
ently pose and' solve !1· series of autonomous 
problems .of a particular character. · Glush­
kov maintained that any form of human 
thought can, in an informational mod.el, 'be' 
reproduced. in artificially created cybernetic 
systems. . He agreed, however, .t:ttat by ,virtue· 
of historical necessity-the .tact that it was 
precisely man who created :IJ1aChilies .for hiS · 
use ~nd ·.not the reverse-the destiny of man 
will al:w~ys oe the. more important in the 
processes Of thought: and cognition. TiltlS 

Glushkov!s assessment .is that a machine .can 
be "smarter" than one rn811, qr e:ven a .grol1p, 
but it cannot be "smarter" than human ·so-
ciety as a · ·whol_e. · · · . · 1 

Questions about machine .conSciousness· 
were .argued: most . ·sha~ply at the-. conference: 
One group argued the "black. box" approa:<;h 
to solution of these .questions. This Viewpoint 
holds 'that man judges 'th~ presence of. con­
scipusness in other people by .analogy, i.e., by 
observing the behavior ·manifested i)y others· 
in · response to ·inputS :(stimuli) and by · com• 
paring such manifesta:tions with his own be• 
.havioral responses of which he.is consciouSly 
aware. Therefore, if a mac_hihe fa:ithfi.illy 
produces the same outputs as a man in re­
sponSe to the same i nputs,. it can be analo­
gously infer~ed . to· possess collScious'ness ·ac­
cordirig· to this View. On the other side it _was 

' .. . . ' . ' . 
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P'~ 8PF!SIA:I J!SE ·ON:tY 

ARtiFICIAL:i~TELUGENC~ RES~ARCH 
lN J;HE .. uSSR· 

PROBLEM, 

·to assess .artiftcial-iritelligence .research>-m th~ USSR 
•, • .. :r • ' •, • 

,. CONCUJSIONS 

1 . .In the .SoViet Union, :substantial govern:.· 
. -'rnentEiJ·and 'Party support .and' encouragement· 

are being .given to exteriSive studies on-the -
theory of artifici8.I,iiltelligence. ·S.9.Viet sci­
entists of ·high caliber are. conducting artf­
~cial-inteiligence ·studies· and are ·. exl>osing, 

· young studentS to . the state: oi the ,art m· 
·this . in,terdiscipli.naiy field, · iaylng. a sound: 
foundl1,tion for .further advances. · · 

.2, The iiilporta.J1ce whlc_h the Soviet··reg'irile. · 
attaches to artificiaHritelligence research .is 
attested ;by. th~ unusual ~reedom .of opeh-,diS-

·cussion·•allowed scientists working 1n the field, 
as. reflected in · t~e published literature. 

.. :t Soviet -research m. ,th~ theoretical .arid 
hardw~re aspectS of B.rtiftcial-iritelllgence is 
now ·abotit ·as advanced' 'as us ·work. and can· 
.,pe expected .to .cohtinue: at: a rate eqUal .to or 
_greater-than ·that cibserve(nn the West~ Sig,. 
nificant. theoretic& _achievements within the 
next. 5· years .are highly probable. When 

·.theories 'are c.onverted· iilto .designs, Soviet .. en­
;gineers probablY' will .be able to produce the 
:eq\iipment. · 

SUMMARY ; 

Arter a: relatl vely. iate ~tart ;. Soviet fesearcn~ ·­
cin artificial"iiltelligence related to the ulti- · 
ma.te . d~velopment of' d~ision~making ~a':­
chin~s .n:ow is abput· on~a ;par with similar. US; 

. work·. Th~: apparently greater rate-"~f.Soviet 

. progtess·--compared. With that of the We,$t is 
· attributable ·. to the magnitude' of . cif;l:ldal rec. 
og~ition. and support .of.· artiftcial-il)~lligence . 

. research,. in. the '.USSR. .. So-c;1et . officiais con~ 
sidet·-the ·dev~lopment of decision-making rna:.. 
chmes·to :be essential to. the s.ucce~ui man~ 
agement Of 'the~ iilcreasillgly complex eCO"' 

. ·nomiC: ahd social ;System, ·and are giving Stib­

stantiaj. support -and Party encourageme.nt to 
artifiCi~l~_iiltell~gence stu.dies~ 

l 
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-Soviet ideologists -and :scientists . are . ~cuss: of selMeaching and self:-orgah.lzihg systems. 
ing, .from a wide rang~ of viewpoints, the In these fields Soviet scientiSts and engineers 
.fundamental philosophical problems about have created. models .based on neuro-physio-
the nature of intelligence and of man wh!ch Jogital conditioned~reftex approaches, on· psy.;. 
are. raised by att.emp~ , to . model decision'- chological learning:-theory, and:.:on automatic 
making or lntelligeni behavior. The stric.. control system theory. · ·· 
tures of <l.ialectical materialist dogma ~re not 
inhibiting research 'in this area. In view -of ·soviet study ;of the exceedingly complex 
the hig}l prestige of the Soviet scientists tak- problems involved in incorporating techniq1,1es 
ing part in ~he~e discussions and the· publica~ of ,planning .and lnduction 'in · artificial prob-
·tf<>n 'in. the. Soviet sc'ientific literature of the lem'-solvers is at a very early stage of devel-
opinions expresse<;l., artifici~l4n~Jligence stud.. opment. A1> yet, little progress has been made 
'ies represent rare and significant examples in these ·fields in the West. 
of intellectual freedom in the; USSR. 

Current Sovietworkin the major .subfteldS Researchon the;modeling cif'brain' proces5es-
of artiftcial-:intelligence research includes in;. is .receiving much emphasis in the USSR. 
vestigation of techniques for machine search SiP,ce 1955·, laboratory experiinentation on 
of problem,solutions, P,.atternrec_ognition, rna~ models that siniulate .neural processes has)n-
chine learning, plartning ind · 'iriduction:. 1il cre~d, and outstanding neuro-physiologists 
·machine systems; arid .brain modeltng.. Sovi¢~ and psychologists have ·begun to work closely 
progress in research· on .machine techniques· with . in~thematicians, computer specialists, 
for search, pattern . recognition, and learning and _electronics engineers on _cybernetic stud­
compares favorably with US advances, Sci- .ieS of brain-modeling problems. 
entists. and engineers engaged, in. research' on 
pattem~recognition in .. the Sovie(Union. have· Seminars are ·regularly -offered to eJCPOse 
made orlgihal contributions to the theoreti- students to the state of the art i.il the ·ftelds 
cal basis for .artlftcial pa.ttern-recognitiort .sys- that are especially signiftcar1t ·to the futur.e 
terns and have fabricated .. various types of . · of artlficial~~..rttelligertce ·research in .the USSR. 
~pattern~recogni~ion·devices~ · . These seminars are conducted. py t}le.leading 

Soviet :research on simulation of. such . as- resear¢hers in. artificlal~ihtellfgence ,and iu;e 
pects of the cognitive process as learning an,d thereby Iajring a sound foundation for .future 
induction at present consists ma~y of'study advances in a new and multidisciplinary field~ 

INTRODUCTION problems :· (i) decision making on the ·basiS of 
incomplete data (sometimes referred .to as <,le..: 

Since the mid-1950's, the SovieLgovern::. c1Sion making under conditions of. uncer-
ment has increasingly emphasized the iinpor- tainty), and (it) decision making in the pres-
tance of a cybernetics .research program for .ence of complete ,but overWhelming, quantities, 
achieving national and internation&J. goals. •-· ·of uata. · Problems of .the latte:r type a:re · by 
A large part of :the, ~heoi:~Ucal research ~·aspect definition beymtd. the· capabilities· of ·human, 
of this program 9as. beeJi !6cused qn . the de.. . decision .makers. ' Problems of t}!e first tY,pe, 
velopment of decision•making machines. while inherently characteristic .of human 
Realization of· such inachlries ··would assiSt the .thinkihg activity; are rapidly e)<;tending 
Soviets in solving two ·types: ·of. f\mdamenta.I· beyoild t}le .bOunds of possible h_uman solution 

·: · · ·· -~ ·:~ · ··. . ··· · . , , · - t c be. t ·
1
· 

1 
in the context· of ecciriomic management and 

•AEC. "828/46, "TI:ie Mearung o . y me cs. n . . · . . · · · 
th" USSR/' Cybernetfi:s:·in the USSR, 30 Mar 64c=J sta:te·aqministration. 

2 F6ft. ffii!PIO!t'lel!i· l:JSE 0~¥ 
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Decision~making machines .are, in essence; 
... models of one va'riety or another of the-human 
.. Problem-solving .proce~. . Mod¢ls. of .. th~ :hu­
'-man· thin}tfug'·or problem~solVing process are ' 
. attiflcial·simwation5 ·of t_he. iilf.onmi.tion· tio:w, 
or information proc,essing, procedures <>f the 
human. problem :s6l'ver . . The model :inay 'be­

" .mathematical, . in which-case i~ inay ~ ·a: j>r9-
. :gram for ·a .·univetsal '(digital) computing rna:­
. chin~. ·or -it may be .a_ piec~ .of hardware;.'such 

_as .an ·electronic cfrctiitry analqg. '(M~ny de­
·cis~<m ·procedtire8·,alree,dy· elabcir~.~d by arti­
:rtdal~inte"ligence re$earch s._re -z:tot efficiently 
. m~eled t>y,.the ·single~ti:ack, s{!qu~ntialmetQ­
-<>d ' of operation of ·conventional :digital com~ 
·puters . . This :would 'not be s)uprisirig j n ··vlew 
of the . apparent' pa~allel operation of · Uifor.­
mation:processing.irdhe ht1In8.ri brain. ·such· 

.-decision routines can .be mOdeled · for demon• . 
,straiion ~p~pos~ .. on a. digltai -computer/ but' 

- anaiog mbd'EHs of-some· sort wiir loom . increas-
mgly importantin the fabrication· of a:r.tiftciaJ- . 

· ~eciSion . makers;) In ·any casf!, the .es_septia:l 
·· (~attire of. such ·a .model is that for· a . giv:en 

.~put . of mforma:ticm; the model sha:ll .prodl}ce. 
at -.least _the same output (<?f iniormatio~J as· 
,does tp.e ,natural process t;lehig .modeled. ~e­

se'arch on- such, models'' is categorl:zect in. the 
"(]Pl~d States under· the ·rubhc "artiftci~l~ih­
telligence:;• · 

· Soyiet research. OJ1· 'ar.tifitiS:l~intel11gence ·has :··. 
. ·mushroomed since 19~6 alorig. with other. sub~ 
problems of· cybernetics. · After t}1e estabiish­

:ment in 1959 -of a I:tationa:l program for · · cy~ 
Jle,rne't1cs;. ;~he direction .of Soviet research. on 
art,iftclal•h1telllgence became' on~ . Of· the_ .!'e-

. sp()n5ib1liti~s of the Scientific Prdblerit Couri-
. en on Cybernetics of) the Presidit,l.Dl, Aca~e~y­
_t)f )CSci'ences; -ussR~ ·!The Cybernetic Madl$les · 
Sectioi:t· .oi· itie ·Council appears· to: be ·the;·Uriit .. 

c ·whi~h assigns, monitors, and integrates. most 
of. 'this research work· on- a· national scaie: 
ActuaL. r~$earch· iS -c~nqucted ~t ihe' lli.bo~fi­
tories ·and ·institutes. liSted· ;m tlfe apMridiX. 
'The ' number .. of ~acilities eng~ged in this re­
search' can be ex pee ted to grow ·as the cyber-
netic· approach c.ontiilues 'to-perineate' other 
areas of Soviet science . anci ·technology appli-

. cable to c<)mmunication an:d .control .problems · 

arising in,production:iridus.tries, the .economy, 
Jaw., ;governme_nt admirtistration1 ·and military 
· activities:· -' . · 

.Alth'ough; much Of. ihe applica:tion-orierited 
·cybernetics ;reseatch'is ·at present directed to­
;ward the , realization of more .. sophistiCated 

·, coriv:entiohal systems for automatic c.ontrol 
·of machines, plants, space research vehicles, 
or ·even economic unitS; a large part! of the 
theoretical research is ;related', ·qirectly or ·- in­
·ctirectly, i o: the development of "thiiiking:;ma­
~chines ; ;, or /•thinking cybernatoll.S;" as Soviet 

· . s~ientists often. refer to them;. Rea:lizatton of 
such m~chmes .. will have immediate relevance 

. to~ information abstracting, and _retrieval;"'lri&r. 
chine transhition, and. genera:! problem- solv­
'tng, and e:ventual' application to later"genera:- · 
•tion .automatic control· system5 .. ·- ' : '' -.-

-i .A. LY.~~unov·, a .ieading s9~~~--rn~thei:Qa~ 
't!cian ·and editor of Pr.o_blem.S ·.'of · Cyl]erli.J~tt_(Js ; 
:has · described the relationShip of ar_tificilii~l.n~ 

. telligeni;e tO general cybernetics : i:Uid. ;the' na-
:tt.ire qf- f·uttire control . systems~ :He .suggests 
that algor1ihi,nization. (matbemat~cat ~mQ<iel­

. ing') 'Qf thinking processes and of ·c"i:mtroi pl:o¢~ 
· esses is. ohe-of the mj:>st~ import&llt ·Q.SpectS::or 
:cyber?e'tic· theoiy} . dthe( rrieml?..el:s or ~l1e 
.·sCientific Council--on!CybernetiC,S; "in explai.J;l­
itlg the importance of artificial-inteJligenc~. 
state that "the basic. products· -of radioele.c­
tronics: are:'.v:a'I'ious,deVtces fcir autqmatic reg­
-ulation, ~onitoring, control, and communica­
tions. ·· 'The. brain, \vhich '.fulfills · these · func­
tions iii t~e livihg organism, works.inuch more 
reHably an~ productively than any ,present­
day ·radioelecti:oriic :machine. . . . Some first 
steps tiave already been .taken in the :direction 
of constructing practical ·automata ana:lo­

· g~ni~ to the :brain~" :i ·. 
"'\ 

. PHilOSOPHICAL -AS~E~is· 

. ~eexamination of basic Phili::isophical ~tti-' 
tudes towa~d :the nature-of the :'bram,.ofmind, 
-and of Jnan .·himself ~ taking . p~ce wherever 
· atiificial::intelligence researCh is being ·con­
. duc!~d . The Soviet Union is no except~on. 
.:fihilosophic"ai~theoretiCal .questions· bearil;lg ·on 
the simulation. of intelllgep.ce; ·or intelligent 
beh~vior; are . ~iilg thoroughly .aired, and .in~ 

Approved for Release: 2018/03/28 C06731721 



C06731721 
Approved for Release: 2018/03/28 C06731721 

i!GR. 'QWIOii\L l:JBE OULY 

-vesttgated ·in Soyiet scientific citCles; outside 
a.S well as within the conte:xt of the funda­
mentals of dialectical materialism.2-s 

.. A .highly significant discussion took p~ace 
duiing· Juhe 1962 at a conference m·~Moscow 
on "The Philosophical Problems of . Cy~r­
netics." ThiS meeting was co-sponsored by 
the Scientific .:Council on the Complex. PI:ob~ 
lem "Phil05ophical Questions of: Natural. Sci­
ence," the Scientific Council 011 Cybernetics, 
and the· Party· Committee, all of' the Presidium 
of the Academy of Sciences, USSR . It was 
attended by about 1,000 specialists, including 

. n;tathematicians,. -philosophers, physicists, en­
gineers, . biologiSts; medical seientists, liil­
gtiists, psychologists, and economists, from 
many cities of the. USSR.~ . Participants ·fu­
'Cluded 'such prominent •. cyberneticians• as 
A. N. Kolmogorov,V. M. Glushkov; A. I. Berg, 
P . K. Anokhin, A, V. Napaikov; A .. A. Feld­
baum, A: A. Lyapunov, .S. V. Yablonskiy, I. ·B. 
Novik, .and Yu. Ya. Bazilevskiy. Of the ·10 
·reports presented, six were closely related to · 
the problem of artiflcial-intelligence~4 A re~ 
port.of this conf~rence :stated .that "the prob­
lem most animatedly discussed ·-was the most 
disturbing of all; the problem of the techno­
lQgical 'operation·.of complica:ted psychic proc­
esses-the problem most frequently desig~ 
nated. by the ,short and convenient although 
not, in our vi,ew, entirely correct formula. of 
~can a ma.Chine think?'" • 

The discussion .. brought out -three questions 
as approaches to this problem. ·First, Is .it 
possible in general to reproduce with models 
ihe complex intellectual activity of m~n? 
Second, .Can a . machine surpass .man m the 
realm· of intellectual' activity .and particularly 
in the-perfonnance of creative tasks; such as 
the formulation of new problems? Third, Is 
it possible in prmciple, to achieve the exist­
ence. of consCiousness in a machine ·similar 
to that exhibited by man? 

.Discussion at the J\.llle conference of. the 
ftrst question may . 'be deScribed as informa-· 
tionai and confirmatory rather than argue 

. • The· terni "cybemeticli!,n" Is appll~d by the 
SOv1ets· to . those practlcloners of tradltional ·dlsci­
.pllnes who exhibit the common characteristic of 
dealing with their research :problems ln. the frame­
w,ork and methodology or cybernetics. 

mentative, There was . •general• agreement 
that, in view of the replications <if intelleCtual 
ana. sensory functions of man already 
achieved; an affirmative· answer to questions 
about the reproduction . of human cognitive 
processes cannot be doubted. The second 
question was discussed more vigorously. Life 
scientists, represented by P. K. Anokhirr,, ·a. 
_leading neurop~ysiolbgist, argued· 'that: the 
potentialities of a machine. are limited to solv­
~g problemS assigned :by man -using ~go­
nthms of decision whiCh man p_uts into the 
machine: This position was countered by 
Y. M. Glushkov, a leading Ukrainian cyber­
netician, and A. A. Feldbaum, Doctor of Tech-

. nical Science in Electronics and member ·.of 
the· automation faculty of the .Lenin Power 
:institute. They _pointed out that there are 
machines today which, in; the process of solv" 
ing one complicated problem, can independ­
ently pose and solve a series of autonomous 
_problems of a particu1at character, · .Glush~ 
.kov maintained that any · form .of human 
thought can, in an informational model, be 
reP,roduced .in artift<;ially ·created cyberiwtic 
systems. He agreed, however', that by' .virtue 
.of historical necessity.....;.the fact that it was 
pr:ecisely man who created machines for his 
use and not: the reverse-the destiny of man 
will always be the more important in the 
:Processes of thought and cognition. Thus 
' (Hushkov's as;;essment. is that··a machirie can 
be "smarter" than .one man, ·or even a group, 
but it cannot be "smarter" than human so­
ciety a.s a whole. 

Questions about machine consciousness 
were argued mos~ sharply at the conference. 
One group 'argued the "black box"··approach . 
to solution of theSe questions. ThiS viewpoint 
holds that man judges the pr~ence of con­
sciousness in qther peop~e by . analogy, i.e., .by 
·observing the behavior manifested· by others 
in .response to inputs (stimuli) and by ·com­
:paring such manifestations with his own be­
havioral responses of which he is consciously 

· aware. Therefore, if . a mach~e faithfully 
produces the same outputs as a man in re­
sponse ,to the same inputs, it can be fl,nalo­
gously inferred to. possess consciousness ac­
cording to this v:iew. On the other. side itwas 
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maintained by some at 'the conference that 
consciousness:necessai:ily includes a ·subjective 
'elemen~ with a specific character which·-is·the 
result of the labor and social ·relations in 
which. people engaged' during the process of 
sQcial evolutiqn. ·- · 

_A inore empirical approach .to consciOUS" 
n~SS 'Was advanced. at the COnfef'ence by those 

· scientl'sts.inter~s~ed . in ;modeling the structure 
.Y,.hi~h- embodies human consciousness, that i~. 
the ,_;brain. Although a structural model of 
the human ' br~izi is far beyond present tech::. 
nologieai and sci~ritific -capabilities, the: ,pos~ 
sibility )of its future r_ealizatiori•-is con.Sidei:ed 
to -be worth -discussion by the Soviets. · A. N .. 

.'Kolmogorov, world renowned mathemat1cian,. 
is -optimistic .about the chlirices -of success !n 
bra:in~mo9eling ·ventures. He called for- the.' 
:freeing of·definitions· of life :and thought: frq_m 
arbitrar.y premises and_ for the redefinition .of' 

· these con~epts along purely func_tiorial-.lihes, 
Kolmogorov believes that 'if the .functional 
point !;if view toward life and thc:mght is stiq­
sctibe<! to, :the conClusion. is inevitable thli:t 

-replication· of the, organization of' a system 
'can · be · acco~plished. by organizing different . 
.elements · in'to a new system w~ich would 

, ·.have th!'! essential 'traits-_and .structure of the 
·syst~m beihg modeled. . FFom this Kolmogo-
rov -concluded that : · 

. ·~ . . 

A stitnclently complete-model of ·a . living . being 
·can fn a,u· ·justice ·be . ca.iled a living being and 
the model. of ~a thinking. belJ!g; ,_a ·thinking being: 
It .Is important distinctly to ·understal)q -that · 
within· the ilmi ts ·of' a · materialistic ideology there 
. do •not· ~exrst an-y klild of· welbgroundeq. ·princlpar 
argurnents against'. a positive answer to [this) 
que_stlon. This positive· answer Is the · contem~­
porary form or· the attitude concem_lng -.the· nat-

. · urai origin .of llfe and the matetlal basis · of 
·· consC!ou,sness,. · 

The extreme . emp~rical view·. '·advanced :by 
. --tlie ,Kolmogorov. school seems to be· in tq.e-. 

aScendancy, For example, . several poi.Iits. of 
v~e~ . qn.the question, '!'Can a m8,¢hlne thinlt?!' 
'have beeQ ·reviewed by a group of authors ill­
the. Works· ot .the Kaza:n Aviation l1J.stitute,, a 
sbmewha:t surprising :source: for discussions of . 
,philosophicaJaspects ·of a'itificial~lntelligence.0 
The-group did not find convincing .. any of the . 
arguments ·agaln~t the. possipility of creating 
a. thinkirtg mac::hine. The subject of the. neg~ 

.{ . . 

. ati've arguments considered by them ran -the~ 
gamut from _the aJgoiithinic insolvability of 
some problems,. and the .irreducibility of the 
thin]Smg process tO a physical ' operation, to· 
the impossibility of modeling the subjective­
psychologiCal world of man. The Kazan 
grpup '}Joints out in rejecting .such arguments, 
that cybernetics provides tpe. first basis .for 
'(i) _uncover4lg the elements . invol:ved in. con­
sciousness ·arid. cognition and (ii) _ "resolving 
positively the question of the possibility of · 
~reating :a . thinking .. machine." The Kazan 

·group dbes•not 'recognize the brafu as the only 
·highly organized ·material system in which 
consciousness can develop, and fot:ecasts that · 
l)ighly· organized material systems of another 
type, in which consciousnesS develops; are pos­
sible •and reallzable. 

V; M:··alwihkov,;on,e of the most -politically 
powerful among Soviet cyberneticists;4> sides 
'with Kolmog'orov and -the K~an group. Re:­
-cently; in qiscussing the possibilities of ma­
chine ·. intelligence, he contrasted cybernetic 
sy,stenis. with earlier mathematico-logical ancl 

· other forma:l Jang11age. appr,oacqes. to model~ 
ing the thought pro~esses. He. found signifi­
cant .· advances in the cybernetic approach. 
Glushkov wo~ld: describe any control or cogni­
tive system as a cypernetic system which can 
be an-alyzed as an abstraCt [information~IJ 
model. ·For thiS purpose;. both the input and 
ou'tput ·information, that' is, all of the infor­
mation which a syst~m exchanges With the 
cnits1de. world, .cah be ~onceived as being en­
coded -in ·words of.a given standard alphabet . 
All ·M. the actiVity of the .cybernetic system 
may thus ,be reduced to the transformation of 
words-in a stand~d ·· al'phabet. The study of 
.a :given cybernetic _system can .be .reduced 
··thusly to the deterrnina~ion of: -rules accord­
ing to whii::h the fudicated -transformation 
occurs, Glu5hkov -noted that among these 
niles there may be .some which permit certain 

•v. M. dlushkov ts vtce · Presldent · ofth~ Academy 
of._ Sciences, qkralnian S6V1_et Soc\allst Republ!c; 
Director of the Institute of - Cybernetics. In- Kiev; 
Cfiii.lrman· of the Cybernetics· Councll ·Of ·the .Ukraln-

. !im ·Academy : and Chairman of: the .recently created. 
Interdepartmental . Council for the Introduction of· . 
Ma~hematlcal , Methods· and Electronic Co'inputers 
.tn--the National Economy, which :Is under the.-State 
C6nini1ttee tor coordlnatlori ·or· ·sctentl.fic· .Research of the · CouncH or.· Ministers, USSR'. - -
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chance transformations, .as ·well as ·some that 
permit the altering of ·other rules .of infonria•· 
tion conversion in the .co.urse of 'tftn.e under 
the influence of an infinite surrounding me­
dium, Appreciating the ·possible inftnltude of · 
the system of rules defining the regularities 
of the. informational. activity of the bram, 
Glushkov believes that the modeling of a su,ffi­
ciently large number of the essential ·rwes in 
the brain system .eventually wilLresult:in a be­
havior pattern of the: model ' (on the fuforma~ 
ttonal .level) which will correspond to brain 
activity,H Glushkoy has aSserted that, since 
modern electronic digital computers pos8ess 
"algorithmic universality• . . . it is ttieorett~ 
cally possible to m.odel (on the informational 
levei] apy thought processes with· the aid of 
such machines." 8 · v. 10 

At Jea.St as significant as the co~tent of 
these epistomological disputations is their 
wide distribution ·in pqpulat and Party media. 
Typicalof "thinking .machine" discussions .is 
an · article in Zntiniye-Sila ·(Knowledge is 
Power, a .pripular-sciehce type of maga~ine). 
It describes •the para.Ilel mode of operation of 
the brain (carrying out several ciUculations 
or decision prgcedures simultaneously) versuS 
the series (single-track) nature of contem~ 
porary electronic computing apparatus and 
points out the advantage: of the former ·in em'" 
ciency ahd universality. It reports that So­
viet researchers are studying the operating 
principles of' automata which work in. parallel 
iruitead of ln series~ 9 

.Soviet research ln. artificial-intelligence is 
motivated: by the aritic~pated necessity .of 
using ·machines in place o(people in situations 
where . speed, complexity, or other character­
istics of control processes· exceed -the capa- · 
bility of man. The Sovi,et policy regarding 
'the use of "thinki.ng.m!lchines" was:expressed 
in .a recent edition of Kommunist. The de~ 
velopment of technology,, with the increase'.in. 
speed ·and: accuracy requirements of separate 
production operations and the growth of, the 

•That Is, comtn~ters can, perform any Information 
transformation on the basis of a program <algg-· 
rlthm') built-out of their aya.llable elementary ).il­
structlons, It these Include r:ules which define· chance 
transtormatlons ' and instructions by which certain 
sJteratlons are made -In the .system of·: rul_es.-

'6 

entire technological ,process as a whole, 'was 
said to have begun to exceed, in most cases, 
man's power to control them. The It<>mmu-· 
nist ar.ticle concludes that it is necessary .to 

·· replace :even the psychic activity -of man :in 
sucn,cases with automatic control machines.10 

PRINCIPAl RESEARCH PROBLEMS· 

The •itent~Iike" character of.artificial•intel­
ligence research has r:esulted in a .. somewhat 
:c_haotic state. in this field. of science.11 - 13 

There are several schools, each represented 
.by spokesmen as critical of other schools: as 
they are ·competent in the techniques of their 
own. The result is -a·lack ofstandardized . crl~ 

teria for use ·in assessing Soviet ,research in 
the field •Of artificial-intelligence. Thus; an 
expert in one popular US approach, upon dis-· 
covering a lack of comparable work in the 
USSR; will ,give a negative evaluation ofSo­
viet.research in,artificial•intelligerice.. On. the. 
other hand, the opponents of that particular 
US expert will argue that the absence of such 
research ih the USSR signifies that the So­
viets have . withdrawn from a blind alley of 
investigation. Many of these. conflicts are 
semantic; ·almost all of the approaches ·to 
artificial-intelligence sh~re a common set of 
problems. When soviet research on th~se 

·.problems is compared wi~h trs approaches to 
the same ·problems, regardless of "schools," 
the USSR and the· tis .are Jou:rid to ·be approxi­

_mately on a par. 

There are differences in emphases, however, 
between .Soviet and• US ·approaches to .these 
shared problems. US ·Scientists tend t9 , em­
phasize mathematical or machine modeis of 
human cognitive processes. Many Soviet re­
searchers on the-other ·hand con5ider.that:the 
human brain has reaehed certain :iirnits· ~ re­
gard to its capabilities for memory and oper­
atimial speed' after a long process of slow 
evolutionary development.U The resultant 
qualities of the human brain, therefore, are 
not believed 'by. the, Soviets tq be equa,l to a .lr 
the tasks modern :mert. must face. According 
t9 them, a machine that might be a. perfect 
-analog of the 'brain, for . instance, will not . do 
any better than the brain . whe.ri faced ·With 
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su.ch tasks: . Ther~fore, :i! the · ever more ·co~.­
·plex ·problems .are. to 'be :solved; machine· 
·~brainS" .surpasSing .those qf men must .. t)e 
.built; M,. v; Keldysh, President of the Acad~ 
emy •of ~ciences, USSR, in·. making this. point. 
asserts.: "We must ¢opy .nature's .proce,Sses·, 'in 
technology creatively rather ·than li~rally, . 
with full knowledge . of nature and of tech­
I19logy so .that .we .. m!ly select.technlques'which 

· will: give. us better restilts ,than th~e achieved 
fu nature.'.' 1~ : The natural processes to be 
copied '!creatively" in the •SoViet research_pro-· 
grant .:are the ~arne processes mvestigaied 'by 
US' :scientists. of mbst· schools coricerhed with 
iutifi.cnu~intelligence. These are search, ._pat~· · 
·tern recognition •. leaming, plannfug, a.n~: ;in-

.. dtiction:·16 . · 

:Search aiid. Pattem. Recognition 

. The first. !lpproach· to ~machine solution~ of a 
problem is· se~rch. Given · a problem; ·a· con~· 

· temporary data:processiilg ~machine iii the 
·USSR ii.s •.elsewher~; can search. rapidly by tr18.1 
and error throilgh .a large ·niliriber· of possible· 
solutions. for a valid ·solution to the given· 

· problem. ·· Nevertheless, ·· in solving complex 
non-trivial pr_oblems, the._nurriber of possible· 
solutions . is so large that tpis trial"a~d-error 

· methodology becomes .excessively tihte-con­
S\lmlng: ill .· practicaL operation. 

soViet scientiSts ·recogriize that a large re- .. 
~ ductlon· ii1 search. tinie; although bringing 

§oi;ne real- problems into: the. realm of , practt~ 
cai rrtachlpe solution, couid be achie_ved by 
the· Uitroductlon of'pattern-~ecognition. tecq'­
niques, . 'The machine that iS: desigried W:ith 
pattenHecogn1tion . aids-tO-se~rch· COU)d Clas-

. sify problemS into categofies amenable to cer­
taih ·~ypes of solutions. The current sta~e of. 
SoViet an!;~ Western research suggests that 
such ~echniques are 'nearin~ · prac.ticability for 
·more-'and more complex patterns~ 

Theoretical studies .for pattern-rec6gt1itibn" 
deyices · began tn the USSR as. · eariy as 

• " •· I -. 

1953. 17~~~~ . The philosophiCal,. pl1ysical; ,and' 
psychologicaLbases of.·perception were extei1-
sivety· discussed in Yaprosy l?sikhologii ( Ques7 · 
"tionS' of ·Psychology) in 1959 , ~• More . r~~ · 
cently, Soviet .researcheJ,"s ·haye accomplished 

<o;• • 

consiP,erable· work ·on the specifics of mmt­
.mum descriptionS. of images that are reqpired 
,for rec?gnitiori :by artificial systems.22-27 

The··worlts , of E, L. Blokh, mathematician 
at the Institute for. Information Transmission 
Systems·.a_nd E. M. Braver:man of the Insti­
tute of Auiom.ation. -arid. Telemechanics are 
notable .among. recent approaches .to practical 
solutions of recognltio~ problems: Braver­
man .h~ originated· a ·"compactness ·hypothe" 
siS"'• as .a theoretical ,basis for solution. Qf 

· such problems. Several Soviet research~rs 
.ate usl.jlg this theory as a basis· for develop­
merit~ otspecifi.c recognition techniques .. K L. 
'Blokl1 }s using 'ceriairi operationS to comput~ 
the.di.Stance and· angle between elements, rep­
r~senting Y!lrious .patterns pres~nted, .ir1 an 
n-dimeruional configuration ~pa_ce. This ap" 
pears .to .': be a promiSiJlg mathematical model~ 

. ing approach .to, a large . ~lass,Qf pattern-ree~ 

ogrii ti9n, prob,lems. 211 · 

. Pattern~recogtiition rnod~l~ng studi~s are 
· being- supported by research .on perception 
. ~rom the· psych<)logical and physiological 

points ·or view. One. 'investigation involved 
t.he establishment and· development·. of percep­
tual activity-in 3- to 6-year-old children. Eye 
movements :of. th~ .subjects .. t;Vere observed ·and. 
,recorded. photographically as the . children ex­
amined .~ (for learning) and la~r recognized 
:pictu1·es ·px:esented to thent The eye move­
went's recorded· ·were then .compared . with 
·measure~ of.: the recognition ability ofthechil­
•dren . at: different ages.80 · Another .study was 
de.Voted to -identification of objects in the 
vismil;'system. Time. required for subjects to 
·recogp.ize-·simple· objects, formed of small 
numbe~s , :of ··eiements, · correla_~ed y\rell, with 
an information . theory inodel for such recog­
niti9h t.hat w~ : based on :earlier 'findings on. 
'Information collating ·.and processing activity 
:in. :the··.eye •system', 81 

~The '!comp~ctnesS hypothesis" Is formulated . as. 
ro.Uows:_ Patterrs, presez:~tetl. tO 'the llrtifiC!iiJ .system 
are .. charae.ter1zed. ·by .a n~p~r. of . criteria equal to 
n·. The values·of the n cr1tena are used to estab­
Hs~ pojnts ·1n a_Ii· n-dlmen.!JI_orial configuration. splice. 
Each ,.point represents an individual pattern .. All 
.pciin'ts representing natterns ·which are 's!mUar, ·for 
eXS:riip!e. :all letters "A,: ' all figures "5~" .au picture~ 
•of' cats;. will tend'. to =· lle· ln "compact": regions ·of· the 
•space, with relatively easlly discernible .separations 
betwe~.n regions :~" .. . ' . ,, 
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Soviet work in the· area 'of realization of 
physical models to perfonn pattern recogni~ 
tion has been reported~ At .a 1957. SCientific­
Technical Conference on Cybernetics, one 
re~ding deviCe for .aJ:i information machine 
was ·described.32 At -an. All-Union Conference· 
on Machine Translation, held at .Moscow:State 
University in May 1958, reports on .principles 
of constructi.rtg electronic :readi.Jig. devices 
were heard, arid a device "enabling tl'le blind · 
to read ordinary typographic .text" was de­
scribed.33 34 (The latter deyice has been pic­
tured in the Soviet pre~, but its operating 
principles ·were not described in publication.) 
.Hardware modeling . of pattern-recogiJition 
schemes is being conducted by A, A. I{harke­
vich, the well-known radio engineer, •as well 
as others.35" 37 61 · Some· of this research is di­
rected toward the specific application of auto­
mating' the-input of i.rifortnation-into comp\lt­
ing machin~s. as_-<l 

A qti~i-topological method of distirtgUish" 
i.rtg and identifyihgJetters has :been developed 
and realized in hardw~re by a· group of re­
searchers of the Institute for Systems for 
Transmission of Information (Moscow) ;•i 43 

This makes use of scanning the contour .of a 
.letter with a light spot and identifying .. its 
topological characteristics (encis ·of lilies, and 
junctions of lilies), which are recorded ·in a 
bmary .cOde. Since this will not separate .all 

. Cyrillic .letters, some of whicb are topologi-· 
caily identical, further geometric . analY,sis .is 
used to analyze tOpologically re~widant 

~rroups. Su.ch a sch~me is basically sound. in 
theory .and relatively easily· realized in hard·· 
ware, but system '"nol.se" (disconnected 'lines · 
or ' smudged letters) may be hard to. deal with, 
and no figures have been .Published ori reli­
ability ·of recognition accomplished . . 

In_June 1960, the .Scientific Co.uncil"on Cy­
bernetics sponsored a semi.rtar on reading de­
vices. This semin·ar considered the principles 
of constructi.rtg such machines and · creat~g 
corresponding ~ystems for · coding tne iruor~ 
mation ·involved.H . Five different machines 
under- dev~lopment for automatic pattern 
recognition were·described .by· V. M. Glushkov 
(letter recognition by line scan and mini.inal 

description); V, A. Kovalevskiy (linage scan­
ning by f9Uowing the .outlines Of letters); 
A. D. Krisilov (identification of constant fea• 
tures of letters by .means of standard tele­
vision techniques); V . . M. Tsirlin (the q~asi­
topological methOd) arid A. G. Vitushkin (a 
computer manipulated' system for ana1yzing 
Cyri,llic letters which separates characteristic 
.features by meanS · of vertical line. scannihg) . 
In addition,. E. M. Braverman and V.. S; Fayn 
presented papers on recognition systems em­
.Ploying le~rning <tl1at is, .. petforming . i_deriti-. 
·fication on the. basis ·of criteria not. given .be­
forehand) .· 

Studies on the mathematical ·modeling . of 
recognition processes on electronic digttar 
computers hiwe been conducted by M. M; 
Bongard, an outstanding young biophysi,o, 
ci.St.~ 5:... r A r~port of hi.s in the Cybernetics 
€ouncil collection Biolo{l.icheskfy_e Aspt;kty Ki­
bernetiki-"-Sbarnik Rabot ·(Biological Aspects. 

·of Cybernetics-Collected WorkS) describes 
the methodology and prospects · of recently 
begun research aimed, first, at .bridging, the 
gap between physiological study of .optical.re­
ceptor activity· and the modeling .of recogni­

. tion, using· a universal digital computer:~ 1 

However, . Bongard alludes .to the, disadvantage 
,of thiS model in contrast to the parallel ill• 
formation proeessing employed in human rec­
ognition actiyity. · He foresee~r. therefore, the 
development of a "logic of recognition . , .. 
a · logic;such that it .could .be used ijl an analog 
·computer. In · essence; such a machine '!Vill 
.. be a lllOdel Of part' Of th~ human brain.! ' · 

Principles for constructing a ".universal 
reading" machine have been developed by, 
v. M. Glushkov.4 " · This scheme uses a· cath" 
ode ray tube-type .:receptor, a computer . to 
control the trace and to compute the descrip­
,tion of the patteJn . presented, and a tech­
niqu~ of comparison ,against descriptions· pre­
stored in the meJ:llory for identifying patterns 
presented_ 'The. author admits that the 

. scheme'described is unhecessar'i,ly c)..lmbersome 
for the recognition of such simple ·stylized 

.p~tterns as di~ts or letters·, but _points :to its 
us~fulness for "i·eadihg" complex cont;Qurs :or 
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semitorie pictures. Such a · "intiversal read-· 
ing .automaton" has been ·built ':at. the Com-, 
puting Center of' the Academy of Sciences, 
·mraii).ian SSR, and is used in ~onjunction 
With .a. ''Kiev" computer. 

A somewhat different "machme. that reads" · 
has -been developed at the Ukrainian,Academy 
Computer · Center under the · direc;~ioJ1·. of: Can­
didate of Teclu1icat Sciences, V. A .. Kovalev.,. 
skiy.4u. ~o This system reportedly faileq: to 
,recogniZe··o,Uy 2. of 35,000 numbers produced 
with a portable . typewrite!\ including half 
printed and otherwise distorted s~inples. In 
using. th~ method-•for recognition, accordiJ:lg 
to· :Kovalevskiy, the niaximtill_l of' the correla­
tion-coefficient ·for an :tmkrio\vn image and of · 
.each. of ~he standard images is· sought; the 
hitter· ·iinages ·bemg ·subjecte<i to all possible 
trans(m:mations. When thiS is done, aU· nor-
mally typed letters, as well as .:mcist of those 
:artificially .marred, are correctly ~;ec;ogniZed ' 
and identified, with the stat~tica:l error ·of. 
incor~;e_ct .recognition not· exceeding· 10-1 .. 

~For ·solving :a :more' general proble~ -- of r~c- · 
ognizing nonst~dard"iettetSand numbers; an­
algorithm .~ being developed which is based:on. 
dichotomy, that is, sequeri~ial division of the 
set . of all' images into :tWo classes. Kov!llt~V" 
skiy believes-that such an algqrithmwill make 
:tt po.sSible to ·wm'k ·with.an alphabet -contain'-. 
.ing many c;haracters and wm. assure rapid 
recognition with a comparatively small' mem-
. (>ry . c~pactty. · 

-LeamiAg, ln~uction,. ahd -Plimning . 

Further improvE!Ihel)Un machine problem-
· solVing efficiency could' be accomplished ·\vith 
·the addit.ion .of a . learning capability. The 
machine would then be able to apply readily 
its ~eady proven methods ,to -the solution 
df. pi·oblems· that are new but similar . to 'prob-

_lei:nS: previotisly encoUhtered iii .the· rilacfune~s 
:experience. Radical ·reductionS . of search 
time could be realized thtough· the application 
of plannfug -me~hods :· tile. p1achine wotild:sl,li­
vey ~nd analyze the solution space ~rid plan. 
the best way for its Qetailed examination. 

. Futthermore; to manage broad classes-at: very · 

· compleJ!: ·.problems; the- machine, -as the 
human, must construct and. interJ1alize a 
mo.deJ o~ its .environment, that is; it PJUSt 
employ some scheme of induction. 

'Research on planning and induction in ar­
tifiCial systems :·is at a rather early stage· of 
development. in the USSR, as.it is ·in the West. 
'Pi-ogress is occurring; however, in fields con­
·tributing to the development of machine 
learning, ind'uction and planning. Such sup­
porting research.irii::lude~ studies: on .informa­
'tion theory, coding thE!ory, brain modeling, 
statistical dec.ision theory, autom~ta theory, 
and :heuristic programming. Pertinent So­
viet .literature · often treats . these subjects a:s 
conjoined in such studies as pattern recogrif· 
tion employ~g ·learning, other learritilg sys, . 
'tenis; · seif -organizing· systems, or bra. in models. 

Learrililg appears to be an essential charac­
teristic of more effiCient anq truly universal 
'pattern-recognition systems, just as it is of 
-more effiCient problem~s()lving apparata in 
general. SoViet r~se.archers ·in the field of 
learning systems like Braverman, Qlushkov, 
and Mark Ayzerman, • compare favorably 
With their• Wester-n counterparts. 'F:'urther" 
more, they a,re .working on essentially the 

. same . types . of studies :· perceptron-type sys­
tems, algorithms for teac}1ing· the recognition 

.of ·s]:lapes, and computer ptograms for recog­
nition of pattern configurations~·~· 5Hla· 

Investigations of learning· systems for rec­
ognition are · being cond~cted at a variety of 

·. soviet .scientific establishments. At the-·In­
; stitute of Automation and 'Telemechanics in 
'Moscow; a machfue was ·programmed · to dis-

. cern numeriCal figure's written in different 
handwritings. A~cording to Soviet reporters, 
fn .orily a few cases did the machine give er• 
'roneou_sresponses, even when confrorited.With 
·previously . unseen figures. The Institute .of 
·Surgery· o_f the Academy of MediCal Sciences 
is testing the hY,pothesis that a ''compact 
area" .iS form eo in the brain of an anima! or 
a .huni.an by vatiants·ofa·similarimage. The · 
Institute of Biophysics of. the Ac.ademy of Sci~ 

•.M. A .. Ayzerman.is a .Doctor ot Technical,Sciences ·. 
In mathematics and electronics' at the Institute or 
Automat\on· and . Telem.echanlcs, . Moscow. 
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ence.S is attempting to program a machme 
that wilt identify mdiCes of an .image and, 
on the basis of the indices; to. recognize the 
image. In each of the experiments, errors 
:were made by the machine. However, the:So­
yiets believe· that the. 1lliportant fact is that 
the machine is capable· of accurinilating ex­
perience, with the result that its qualifications 
are increasing and ~ts errors are gradually 
decreasing~ ~~ 

'M, A. AyzFrman's latest experiments involve 
the teaching of a machine ,to recognize pat~ 
terns Without a need for pre-'mtroduced cri'­
teria. Starting from a basis in Braverman's 
·~compactness 'hyPothesis," Ayzennan .devel~ 
ops two .algorithms. by which a mad$te can 
"learn" to distinguish between the· compact 
areas representing different images til a con­
figuration space, thus separating· and recog­
Ilizing. the images. The first algorithm has• 
the machine construct, one by one, raridom 
}J.yperplanes whose only criterion is that ·they 
separate pomts whic}i the machihe ·is told 
(that is, training process) represent different 
objects, Endmg up the trainihg phase with 

. a series of intersecting hyperplanes, the ma­
' chine· .then examines these and ·"washes out" 
sections -of planes which do not pefform. the 
separatihg function, thereby leaVing a series 
of broken hyperplanes which effectively sepa­
rate areas containing .points representing dif­
ferent images: In using the second algo­
rithm, the machine constructs ·positive poten­
tial surfaces (functions) decreasing :away 
from, respectively, each point ·or set. of-points 
representing images of the same object. 
Identification of a test image (point)· is ac­
complished .by (first -algorithm) detenruning 
on which side of . the hyperplanes the point 
lies, or (second algorithm) determining which 
potential .surfaee (function) has. the 'highest 
·value at the test point; Tests were conducted 
with five digits (0, 1, 2, 3, 5), each written 
160 different ways. Using 40 sampies of each 
digit for training, and 120 for test, the ma• 
chine achieved 83:-89 percent correct. recog­
nition with the first algorithm. With "paral­
leling" of seven · variations . of a digit .in the 
training process, .98 percent correct ·response 
was achieved. The training sequence t;illed 

1,50()...:3,000 binary digits ill machfue memory; 
The. second algorithm was. tested using 10 
Sllmples of each digit for .tra,ining. and 150 
fc;>r testing and resl,llted- in 100 perc~nt cor­
rect recognizance. .Additionally, the . second 
lllgorithm was tested on the 10 digits from 0 
to 9; with 10 samples for training and 140 fc;>r 
test on each digit, and achieved 85 percen.t 
c.orrect .response. ~R as aT Ayzerman's ·second 
.algorithm is very similar to th_at employed in 
a US deVice now becoming operational for the 

. identification of sonar contacts. 

Patterri-r~cognition iechniql,leS are em­
ployed at· the Institute ofSurgery imeni'Vish­
nevskii, Moscow, to achieve rapid asse~ment 
of the area and seriousness· of· burns.04 The 
algorithm, f9r recognition. of objeCts with 
many parameters, employs learning. The 
system is "trained'' on case histories. When 
vital information, such as burn · area. and io~ 
cation and patient:s age, is :fed in, the com-· 
puter identifies and stores symptoms ·and 
o.ther factors. It also,.identifies objective .cti- . 
tetia for 'forecasting the outc.ome . of the ill­
~ess. The system w:as tes~d on additionai 
case histories withlmown outcomes,, and· the 
prognoses in most cases agreed with the ac­
tual eourse ~nd outcome ·oLthe injury. 

Many of the Soviet attempts to realize mod~ 
els of. learning, ind\lction, and other aspects 
of the cognitive process are carried .on under 
the classification of self~teaching_ (or learn­
ing) systems, or of self-organizing systems. 
A significant po~tion of research in these areas 
has apparently :no.t been _published. in a 
·number of cases. the titles of papers discussed 
at IJ1Cetings . and selliinars . have been pu~ 
lished, but the conterits.of the papers are tin­
available to the West. Thus, a self-teaching . 
machine based on a program model was dis­
cussed·a.t the First AU-Union Meeting on Com­
pu.ter Mathematics and Computing. Technol~ 
ogy h,eld in 1959, but details have not been 
circulated' to the West. Other se1f.:teaching 
machfues were alluded to (but only in gen­
eral terms) at -cybernetics seminars at, Ki.ev 
-and Moscow State Uriiversities.116-lli Since .its . 
. inception in 19S5, the latter seminar, con~ 
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ducted ·by the outstanding cybernetiCist. A. A. 
Lyapur10v .:has held biweekly sessions through. 
out· the school year ·on ·a wifte range of sub~ 
jects -related to cybernetics~ 

. Application of principle~ from automatic 
.control theory · to self-orgariizing systems 
study is exemplified by the work of the well~ 
·known control engineer and mathematician; . 
.A. O . . Ivakhnenko. He hassurveyedandcate-

. gorized. various .tyPes of "learning" and ''self-· 
learning" (that ,i.S, new information generat­
ing) · .systems and .has related US to SoViet 

· wor)t on some of these· types. Ivakhneiiko. is · 
studying'the application· of the theory of in­
variance and the principles Of COI!lbined con­
trol' . systell1S to the development of certain 
(self) Jearning systeiils. Control principles 
apply to the· memory part oHhe system, that 
ts; to .the control of the s~lecti()n and accu­
mulation . of . ihformation in the memory.. 
Ivakhnenko is s'pecifically iriterested ih a per­
ceptron-type deVice, a scheme first developed 
in . ithe United States;68' 69 lvakhnenko's per-. 

. ceptron de.vice ap·parently employ~; sc>nie vari­
ati9ils and innovations in coniparisori.to simi-

. -'lar us 'devices;70 · 

ModeJ..ing :the pr(lceS.ses of instruction. with 
automatiC systems: was·' discussed in. a 1962 
collection · on· automatiC regulation ·and .con­
-troL ·Starting from the leal'nirtg theories of 
Thorndijte, Gestalt psychology :artdJ:. P .. Pav­
lov, the authors discussed .. various machine 
.learning systems. Amorig ··the Western and 
Soviet systems discussed were the perceptron 
and the · approaches· of ·the US ·:scientists' 
N~well, Siffiori and Shaw; Gelen1ter ·and 

' ROchester,. and o: Selfridge, the UK.:sCie11tist, · 
Andrew, .and the Special Design· Bur,eari of 
MO.scow Power Engineering Institute·: ·TJ1e 
Soviets\'iew training-as ··a process of changing 

·~goritruns, and·· propose that "a system. which 
:finds.by means Of •aUtO!natic !Search an algo­
rithm of action which, is successful' fro,rn .any 
determined point of view .and which was not 
put into th.e ·system by· man before the train­
ing :process, should. be called a learning sys­
tem." 71 

Glosely related. to systems embo<iying self­
leami.Dg ~ are those capable of self.,organiza-

tion.• Soviet scientists evinced interest l.n 
the theory of self-organizing systems as early 
as 1959. In tha:t year, s, N. Bray.nes and A. V. 

· ·Napalkov wrote on the subject for Voprosy 
Fil.o.sofi.i (Questions of Philosophy).. In that 
study, the investigators ·related the develop­
ment of such systems to .their work on con­
ditioned-reflex modeling. They foresaw ·the 
reali~ation of "an algorithm of operation for 
self-organizing ·cybernetic systems, ensuring 
the .formation of .new programs for operation 
'Without the undertaking ()f 'exhaustive search' 
.of aU possible· variants. ~ · 73 

Considerable attention was devoted to self­
.organizing l)yst~ms at an All-Union Meeting 
OJ1 . Computer Mathematics and Computing 
Technology {i959) and at a . symposium on 
Principles of. Design· of Self-Learning Systems 
heldin .Kiev during 1961, Comparison of the 
publil)hed papers from. the latter symposium 
with those given at the :first US Interclisci~ 

plinary Conference .on Self-Organizing Sys­
_tems in !959 reveals very similar to'pic cover­
age and· a similar level of achievement -re­
flected :at the two conclaves. As of 1961, the 
Soviets' were· 2 to 3 years behind the United 
States in this · particular area: of ai'tiftcial~in­
felligence research.7~-7 8 

Bra~ ·Model.i.Dg · 

Historically, there has been a large amount 
of Rus8ian neurophysiological research since 
·the ·early 19th, century, but its:mathematfciza­
:tion is a recent innovation. Brain research 
now is ·very much concerned with the algo­
rithinization and modeling .of the' information 
transac'tions which take place in living or" 
ganisrils. Thes.e studies play an important 
role . in cybernetics/artificial.intelligence re-

•M, C ... Yovits,. Chalrlnan of ~he First and Second 
Conference_s oil Self-OrganiZing Systems, Chicago, 

·1960 and 1962; considers •these areas of artlficial­
·intelligence' rese·arch ;tO be; of great significance. To 
Yovlts It appears that "certalil, types of problems, 
mostly th()se involving lnherenUy .non.numerlcal 
.types ... of ·iriforinatlon, can be solved . cmC1ently only 
with "the· use of machines .exhlbltlng a high degree 
of learning or self-organizing capabUtty. Ex~mples 
of . problems of this_ type include automatic. print 
reading, speech rec<;)gn1t1on, pattern recognition, au­

. tomatlc .language translation, information. retrleva.l;· 
and control of large and complex systems. Emclent 
solutions . to problems of· these types . will probably 
requ!i·e .some ~ombiriation cif a fix~ stored profirllm 
computer and a. self-organizing 'mach1ne."·72 
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search and a.,re conjoined. with attempts to 
simulate artificially the .pattern recognition, 
learning, planniilg and induction processes. 

Before research could begin 'in this new 
field, the whole area of physiology and cyber­
netics had to be broken out of the restraints 
of Pavlovian doctrine. · The beginning of this 
break was apparent· in a 1955 review of the. 
subject. by the well-known Soviet physiologist 
P: K. Anokhih in Questions of Philosophy . 
(V crprosy Filosofii). 70 Laboratory experimen­
tation in the modeling of brain processes 
began shortly thereafter. Some of the . earli­

~est work was reported at a Scientific-Techni­
cal Coilference on Cybernetics, held at . .the. 
Laboratory · of. Electromodeling of the- Acad­
emy of Sciences, USSR, in May 1957. L . . I. 
Gutenma.kller, Director of the Laoora:tory; 
described' work on the eiectrical modeling of 
certain mental work processes using "infor- · 
mation machines with. large internal stor­
age:." 80 Research into the structural make• 
up of the human bJ:ain was discussed at the 
Seminar on Cybernetics at Moscow State Uni­
versity in 1960.81 

After an artificial-intelligence slant to tra­
ditional neuroanatomy and neurophysiology 
became evident in efforts to model the brain, 
a new type qf interdisciplinary scientist 
emerged. A. V. Napalkov of the ·Faculty of 
Higher Ncrvoils Activity ·at Moscow State Uni~ 
versity c_ould well be .described as the first· 
of this new breed of- physiologist-cyberneti­
cist. In · early 1959 he co-authored,. with a 
_medical doctor.-and •an engineer, a study-which 
surveys·cybernetics,and physiology·iri general, 
including the theory of .automata. Further­
more, these scientists descrtbe the results of 
studies on: brain activity in terms of a search 
for algorithmS representing systems capable 
of independent development of new programs 
for their . operation, and those able to form 
new behavior patterns on the basis of :proc­
essing information accumulated earlier. 
They,also described an artificial device which, 
in a primitive way, simulates these learning 
process~. that ·is, a . "learning· automaton," 
and which was developed' at the Moscow Power 
:Engineering Institute iil -cooperation with the 
life seientists:8~ 

More intensive. investigations into the. infor­
mation processing procedures of the brain, 
still in terms of the development of chains of 
conditioned reflexes, were descriped by Napal­
kov in 1960:8:

1 In 1962, the researchers in the 
Department of Higher Nervous .Activity re­
ported findings which showed increasing so­
phistication iri the greater c'op1plexity of tb,e 
algorithms of information processing that 
.had been derived. By 1962, a much more. so­
phisticated "learning machfne," based on the 
aigorithms defined by the neurophysiOlogists, 
and exhibiting some capability at ·~seif-organ­
iza.,tion" (that is, self-improvement), had been 
fabriCated ·by the· engineers at the .Power En­
gineering Institute. This group worked with 
the neurophysiological laboratory of S. N. 
Braynes, co~worker and co-author with Napal~ 
kov: ~• -

Soviet Bloc researchers are also .investigat­
ing the mode of operation of brain processes 
from the point of view of psychology. The_ 
work of a Czech, E. Golas, on the conditions 

. of gener~lizatioil in pattern recognition and 
learning .falls into this class of research. .His: 
experiments involved a statistical analysis of 
the process of genera~ation as manifested 
by subjects perceiving common elements 
among sets of stimuli (objects) presented. 
This study, clearly of a preliminary nature; . 
served only t6 de_monstrate that wide varia• 
tJons characterize the conditionS for genei'al­
ization.85 

New centers for brain .research along . cyber.­
netic lines are now being established at the 
Brain Institute, Institute of Physiology, Insti• 
tute for Information Transmission Problems 
and at installations outside the Moscow7Len• 
mgrad complex. At Kiev, for example, .stu­
dents· are· offered the opportunity to obtain 
training in the most advanced areas of arti~ 
fic1al-intelligence research, and specifically 
'brain modeling. In ·1962, two seminars· were· 
held ·under the auspices .of the Cybernetics 
Council of. .the· Ukrainian .Academy of Sci­
ences. The first, on "Automation of Thinking . 
Processes," was conducted by V. M. Glushkov, 
chairman of the CounciL This ·seminar cov• 
ered : (i) the foundations and par.ticula,rities 
of thought procesSes that are characteristic of 
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m~n in th~ creative-sphere. of hiS activity, and 
the possibilities of. .their · algorithmic deScrip­
tion; (ii) inodelilig. on, contemporary com. 
ptiters of such proces;;es as pattern recogru~ 

· tion; recognition of concepts, ·identification of 
meaningful sentenc~s. deduction .of logical 
consequ~n.ces, proving theoi'ems, .selections· of 
strategies in games,. and· composition of 
music; (iii) learning as a basis for tnod~ling · 
the mental activity· of man; (iv) theory .of . 
self-teaching systems an:d· practical develop­
'men.t of algorithms .incorporating learning; 
and (v) correlations between precise (to the 
degree :possible) modeiing or' creative proc­
esses and the specifics of. machine algorithms 
silnulating .these processes; 

The second seminar; at .the Ukrainian 4cad­
emy, was led by Doctor of· Medical Sciences, 
N. M; Amosov. Problems associated with. biD­
cybernetiCs .. and the application of electron-

ics m biology and medicine were considered· 
at ·this .seminar~ Specific topics included (i) 
application ·of information theory in Qiology 
and medicine; (ii) principles of automatic 
conti:ol.in biological systems and their pecuU~ 
arities; (iii) some principles of coding infot­
ma:tion in the:nervous system; (iv) perception 
ahd transformation in receptors and the cen­
tral netvo\ls . system; (v} contemporary hy­
potheses . on the nature of nerve excitation. 
from the 'position of biocybernetics; (vi) some· 
questiop.s of modeling ele~ents of the central 
nervous "system; (vii) thinking and. the· psy­
chic• activity of man,; (viii) principles ·ofform-

. ing self-organizing ne.uron .nets and bionics; 
(ix) control orth.e processes of excitation and. 
inhibition iii. the. central nervous system by 
means of electrical and electromagnetic in-

. fluences; a:nd (x) cellular biology in the light 
. of biocybernetics.86 
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·Institutes ·and Scientists k~ociated with Research of 
ArtificiaHntelligence ' Sig'll.~cance :m the, ·Soviet Bloc 

-Academy · o.f .Medlcar Sc,ieoces, USSR 

Iri.st1tute ot ·t_he :Brain:. 
Glezer, V .. D. Retinal actiVity. in 1dent1ficil.tion 
Nevsk~ya, A. V~ !-probably>•. ·Reitnal activity in,•1dent1fica~on 
8ered1nsk11, A. v. (probably> .. ~Wtlrial : actlyit:Y iri>1dent1ficatlon 
Tsukkerman, 1, L (probably> . · Retinal· actl vlty In . Identification 

Institute •of Surgery ' lmenl•· Vlshnevskil·: learning syst~ms ,tor' rei:ogni­
tton. ~location of Jmages in the brain> ; . pattern~re~:ognltlon ,techniques -
·ror rapid assessment: of . bums · · . 

Braynes, s. N:, Head of Neurophysioioglcal Laboratory. Algorithms· 
of condi_tloned retl.eX: l:ievelopmei& rieurocybemetlcs; seii_-orgaiilz~ 
tng systems 

Academy of PedagogiCal-Sdeo~es. RSFSR . 

Institute of Psychology: 
·Leont'ev, A .. N: Inf0m1atlon processes· in man 

Moscow· State PcedagoglcaJ ·Institute: 
or!Shchenko, N, M: Recognltlon .C)f 'ineanmgfuJ sentence11 

. Sclentlti.c Re_seari:h Institute of. Defec_tology: 
. Milratov; R,. s, Reading devices . 

Academy :of Stilence5, USSR. 

·Computer cen~r: 
Kozhuk1n, G. ·r. Self~teachlng machines 

Institute _of Auto!1lil.tlim :and:Telemechanlcs: learning systems for · : rec~ 
og'nltlon·<(machine tO discern naildwrliten. numerical ,figUres) · · 

_Ajriermart, :M: A. ·Learntng:· systelns for· recognition 

Blishkirov;· 6 .. ·A. Learning systems for recognition 

Brav~rman. :E . . M . . Learn:m~ systemktof recognition; ."compactness• 
hypothesis-" 

P'eldbaum. i\ .. .-I . Mac~e Intelligence 
Muchnlk, I . . B. Learning .systems for recognition 

Shtll'man, .Ye. v. Modeling tns~ructloJ! process using psychol<?glcar 
learnlilg theory .. · · · 
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Institute ot ·Biophysic's : mathematical modeling ·of recognition proc­
. esses; learning systems for recognition (ldentl.ficatlon o! . lma~es by 
means of indices) 

Bongard, M. M. Math~matlcal modeling o! recognltlqn· processes ; 
learning gystems !or re!!OgnltlOI! · 

Makslinov, V. v. Learning systems for recognition 
Petrov, A. P. Learning systems tor recognition 
S$rnov, ·M.S. Learning systems for .recognition 
Vayntsvayg,. M. N. Le~Y'Illng ·systems . for recognition 
Zenk.ln, G. M.. Learning systems for reco~tlon 

Institute· of Philosophy: 
N:ovik, I . B . Modeling Information processeS 

Institute of Physiology lmeni Pavlov : 
Anokhin. P. K. At Cybernetics Laboratory. Physiology and 

cybernetics 

Laboratory of Electromodellng: · slte·of Schmtl.fic Technical Con!erence 
on Cybernetics H957} 

Avrukh, M. L., editor of. a ViNITI 'publication. Reading devices 
Outenmakher, L, I. Dlrecior :of Laboratory of. 'ElectrofAodellng. 

·Electrical modeling of thought processes; auiomatlng informa-
tion input · · · · 

Kholsheva, A. :F. ·Reading• devices 
Stretslura, G.· G . Readln~ devices 

Mathematlcs·Iristltute .and Computer ·Center. (Novosibirsk! ·: . self.,-teach-
.lng maehlnes . . 

. Koz!tuldn~ G. I . Self-teaching inachlnes 

· Mathematics Institute lmenl Steklov: 
Kolmogorov, ·A. N. Parallel-operating automata ; modei1ng think-

ing beings 
Ly11punov, .A. A., editor, Problem11 .Ktbernetikt. Genera] cybernetics. 

' L~bt.mskll, E. z. Read1ng deVtces 
Ofman, Yurt!. Parallel-operatihg automata 

Mathematics . rnstltute imeni· :Steklov •. Leningrad Department:. 
Ve,rshavsk.U, v. I , Mlrumum·descrlptlon .of Images' required for. art1-

ft~al recognition ; pattern· reco.gnitlon wl~h learning 

Party Committee,of the Presidium·: Co"sponsored conference on ''Phll­
osophlcal :Problems of cybernetics ~· 

Sctentl.fic Council· on Cyberneti«s : general coordination .. oi cybernetics 
research work ; ·sponsored serrilnar ·on·. '''Reading. Devtces"; co-sponsOred 
conference oil ''Philosophical Problems of Cybernetics" · 

Parln, V., Chatrni~ of Section on '!Cybernetics and Living 'Nature:" 
(Bionics) · 

Prokhorov~ A. 

Sclenttftc Council on · "Phllosoph1cal' Problems of Natural-Sciences".: co" 
sponsored· conference on "PhUosophJcai .Problems of Cybernetics'~.: · 

Academy ·Of Sciences, Latvian SSR 

Iru;tltute of Electronics and Computer Technol0g:y: 
Dambitls, Ya . .Y~ . . (probably) . Self-organizing systems 

Ins.t1~ute !Jf Physics: 
Bhneps, M. A: Sel!-oz:~ani.zlDg. systems 
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AcademY,. ·of · Sciences, Ukraine SSR. 

Computer Center: 
_Glushkov,, v:. M. Machine lritelllgence ;· self -teaching/self -organlzing 

systems; ·pattem".recojplltlon with .learning; reading ·devices;: rec­
ognition ·of meaningful sentences·. · 

KovalevskU, V. A. _Pattern recognition with learning; reildtng de­
vices'; automation of information· Input 

Stognll; A. A. Recognition .of .mearungful sentences 

Cybernetics Council: sponsored .seminars. on "Automation of Thinking 
Processes!' and blocybernetlcs · · 

Glushkov, v. M., Chairman. of Cybernetlcs .Council. Machine intelli­
gence; · selt~teachlng/self-orgimlzing . systems; pattern· recogrutlon 
With . ' le~l"Iililg ; reading devices; recognition of. .meaningful sen­
tences 

· Stognll, A. A., Scientific Secretary of Cybernetics Council. Recogni-
tion of meaningful_ sentences · · 

·Institute. of Cybernetics:; 
Gluskov,: V. ·M. Director. Mach~ne intelligence; . self~teai:hlng/self­

o~ganlzlilg systems; pattern .recognition with learning; reading 
devices ; recognition ·of meanlngfui sentences· 

Iristltute ,.of-_ Electrical Eng1neering: 
Ivakhneriko; A. G. Control theory In ,artlftclallntelllgence; j>ercep- · 

iron.:-type device 

,Mathematics Institute: 

AmoSov, ·N: M., 'Leader .·of Seminar on Blocybernetlcs 
.Kiikhtetiko, A. I. Sel!,-organizing <control> - systems. 

Other InStitutes · and ·Personnel · Associated · with - Artificlal~lntelligence 

First -Moscow ·Medical .i:ristltute, Department of .Physlology: 

Anokhln, p , K., HeaQ of ·Depar~ment .of_ Physiology. •Physiology and 
cy~metlcs 

Kazan-Avlil.tlon In.Stltute:" 

BorshcQe, V. B .•. published' 'If!. Uu.d71 Kazan Aviatsto1mflt Instttu.t 
"(.Works of the Kazan . Aviation Institute> . Machine Intelligence 

:U ~In V. v:. published In· Trudy · Kazan Aviatstonnyf institut> Ma-
ch1neJntelllgence ' 

. Rok.tilln, F.-Z., publliihed· In Tr:udy Kazan Aviatsionnyt Insutut. Ma-
. chlne Intelligence. · · · · ·· 

Klev·(::omputer Center : 

Kondratov, A.,, a.ssoclated -with .work at Kiev Computer .center; WI:lter 
. on artlftclallntelllgence · 

Kiev Institute of, Civil Air Fleet 'linen! Vor0$hll6v : 
Kukhtenko; A. I . Belf-orgarilzing <control) .systems 

Lab<?rat:ory (now-Institute r for Systems tor'TI'ansmlsslon of Information: 

Blokh, E. L; . Mlrihnum. description-ot Images required· tor. artifiCial 
recognition ; ''compactness hypothesla" 

Garm~h. V. .A. Qua:sl~topologlcal • approach ·to recognition ; reading 
devices · · · · · · 
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Kha~kevich, A. A. .Minimum descrlptl<m of Images required for 
artifl.cllil recognition 

Klrillov, N: Ye. Automatic. discrimination of speech soundS 
Perevenevcorlov, V. S. (probably), Quasi-topological approach to 

recognition ; reading devices 
Tslrlin, v: M. Quasl.:topologlca! . approach to recognition; reaci.lng 
de~ces 

Latvian · State UnlyersltY., Computer center: 

Arln!; E .. l. Self-teaching machines 

Leningrad State, Uh~versity, Experlmentai Laboratory of Machine Trans­
latloll: 

.Andreev, N. D. .Reading devices 

Mtlltary Alr Engineering Academy lmenl Zhukovskiy: 

Chinayev, R . I. .Self•teachlng/self-organl:ilng systems 

Moscow Power Engineering Iristltute: . brain modeling 
Kushelev, Yu. N.; Engineer. Neurocybernetlcs 
Ktug, G. K. Self"teachlng. macliines 
Letskii, ·E. L. Self-teaching machtn:es;. neuro~ybernetics 
Svechlnskh, V. B~ . student. Neur()cybernetlcs, modeling thoug!lt 

.processes 

Moscow. State University: si.te .of ·continuing Cybernetics -Seminar 
Leont~ev, A. N. Information processing in man . 
. Lyapunov, A. A,, coordiqator of Cybernetics;.Seminars. General ·cy­

bernetics 

Mosco:w ·State university, Department .or Higher Nervous Activity: 

Ghichvarina, N: A. Algotlthms .of conditioned refl.ex development; 
nel_ll"ocybernetlcs 

Napalkov, A. V. Algorithms of· conditioned refiex development·; 
neurocybernetlcs; self -organizing systems 

Semenova, T .. P. .. Algo~:lthms of ·conditioned reflex development; 
· neurocybernetlcs 

ShtU'man, Ye. V. Modeling .Instruction processes. U:Slrig· psychologi-
cal ·learill.ng theory· · · · 

,So!tolov, Ye. N. Modeling perception 
Turov, A: ·F. Algorithms of conditioned i'ettex development ; lle:uro~ 

cybernetiC& 
Voloshinova, Ye; V. Algorithms of conditioned retlex development; 

neurocybemetlcs; model!J1g InstruCtion. processes using ' psycho­
logical learning theory 

Order :of Lenin Ii1st1tute of Power: 

'Fel'dba\un, A . . !., .Faculty ot Automation -and. Computer · T~hnology, 

.Machine ·Intelligence 

University imenl .Palackl; Olomuc, Gzechoslovalda, Ghair ·or Psychology: 

Golas, E. Generalization In pattern .recogn!tlon ,and -learning 
Osladilova, D. Generalization .tn: pattern recognition and learrilpg. 
Valousek; .C. Generalizatiori)n pattern recogili'tlon and learning 

Zaporozhe Oblast .Psychiatric. Hospital : 

GasUl', Ya. R. Modeling thought processes 
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Additional Personnel Associated witb' •Artiflcllll'-lntelligence 

Biryukov;, B. V,, .contributor to Problem Ktrbernetiki 
Bllnkov; S; M. Str:ucture of the brain 
.Fain, v. S: Miniinum description of: .Images required for artificial 

recognition ; .learning systems .for- regognltion; automating infor-­
mation Input 

·Fatkin; L. V., contributor tO Voprosy ·Psikhologii <Questions ·of Psy­
chology)· .. PhJlosophical problems of cybernetics; automatic dis- . 
crlinlnntlon of ~peech ·sounds · 

Gutchin, Izratr, contributor. to Zarya . .Vostoka (Dawn of th~ East), 
Tbllisl, G:eorglan SSR . 

Kamynln; S. s: Reading devices 
Krisilov, A. D. Reading .devices 
Kubilyus, .I., ·Prof., _contributor· to Kpmmuni~t !VU'nyusL General 

cybernetics · . 
Mayzel', . N. I., contributor to Voprosy Psi/Chologgi' (Questions of 

Psychology!; philosophical pr()blems of . cybernetics . 
Mitwinskii, Yu: T. Mlntinum description of images. required for 

artificial' recognl tion 
Petrenko, .A. 1., contributor to Izvestiya Vuz (News •Of Higher Edu-

cational" Institutions>. · ·Reading devt,ces . · · 
Pollak:ov, V. G., contributor to izvestiya· AN SSSR !News of the 

·Academy of .Sciences, USSR),. Re!ldihg devices 
Rozhanskaya, E. v . . Mathematical theory of lntelllglbillty (recogni-

tion:) · 
Rybak, V. I. (probably· Computer Center AS, UkSSR) . Pattern rec- · 

ognltl.on .wlth learning · 
Saenko,G. I ., e'ditor ·of·VINITI-:publlcatlon. Reading .devices. 
Saparlna, Ye. 'Brain.modellng-
Semenova, T. N. Pattern recognition -with leatnlog 
Slndfie:vich, L .. M:,.cdltor ·of VINITI publication. Reading devices 
Sokolovskli,. V. . . A. Minimum . description of• images reqillred· for 

artificial recognition ·· · 
Svechnlkov, S. V., contributor to Izvestiya. VUZ (Ne·ws of Higher .·Ed­

. ucational Institutions) . Re~dlng devices 
Tarak~nov, V. v.. Perceptual activity_ in man, 
Tiukh~in; v: s. Theory of: Imag~s . (and Perception) 
Tsemel', G.· l. Automatic discrimination of' speech sowids 
Vasil'ev, A.- M .. ~dttor or VIN-ITI publication. Reading devices 
VitushkJn, A., .o . Reading_ devices 
Wang, Chlh-ch'ing. Perceptual· activity in man 
Yellseyev, v. K. Modeling ·recognition: process 
Zinchenko, v . . P. Perceptual activitr .in· man 
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